History of Statistics: an Aspect of the Situation
Oscar Sheynin

I dicuss the current literature on the subject, reprint its reviews written by
me (almost all of them already published) and accuse a contemporary
statistician (Stigler) of slandering Gauss. A German periodical whose long
title contains the words Journal of History and Ethics of Natural Sciences
(and, tacitly, the Math. Intelligencer) rejected my offer to submit a note on
this profanation of Gauss. So what may we expect from individual
statisticians? Indeed, a review of Stigler’s later book published in Hist.
Math. (No. 2, 2006) is wildly enthusiastic and describes Stigler as a
statistical semigod. The reviewer knew about my charges and did not deny
them durting our conversation back in 1991, but saw fir to forget them.

I conclude here with a passage from Einstein’s letter of 1933 to the
statistician Gumbel (Einstein Archives, Hebrew Univ. of Jerusalem,
38615): Charakterleistungen sind ebenso Wert wie wissenschaftliche.

1. The Situation

The academic community does not set high store by reviews or abstracts
in abstracting journals. Even more: academics, who should have known
better, often melt with respect after seeing a nicely published book. Is it
respect for the commercial and/or social success of the author, or for his
scientific expertise? Anyway, reviews are very often misleading, the
authors’ shortcomings and mistakes being left unnoticed. For my part, after
examining some 40 books I see that in many cases the only proper review
should have consisted of a single sentence: Burn the book together with its
author. Here is an appropriate passage (E. Chargaff, 1975 or 1976, as
quoted by Truesdell 1981, pp. 115 and 117):

Great assiduity, quick trimming to the wind, crabbed ambition, spiteful
Jjealousy: These are the qualities of the successful researchers whom I have
known well. Wherever money is abundant, charlatans are brought forth by
spontaneous generation.

Especially vulnerable are the social sciences (and, I would add, non-
mathematical statistics), “where anybody can get away with anything” This
is a remark made by Andreski (1972, p. 16) who explains the situation by
“endemic bureaucratic disease” leading to “safe mediocrity” (p. 194).

Truesdell (1981) generalized these statements which “describe science
by, for, and of the demos, in a word, plebiscience” (p. 115). This, however,
is “an intermediate stage. The next and last is prolescience” which will
“confirm and comfort the proletariat in all that it will by then have been
ordered to believe. Of course that will be mainly social science” (p. 117), —
e. g. Soviet statistics which Truesdell did not mention.

The educational system is doing its damnedest to promote ignorance.
Students of a highly reputed British college are being asked to calculate
areas of curvilinear figures and check the significance of differences
between empirically established numbers. So far, so good, but they had no
possibility of understanding the notions of integral, or random variable
(even in its heuristic sense), or its density and they will certainly attempt to
forget mathematics as soon as possible. And the situation in Germany



seems to be no better. Chuprov (1903, p. 42) likely had in mind former
students of suchlike schools:

Such statisticians who observe without thinking about the ‘why’ or the
‘how’, who make most involved computations without understanding where
all their multiplications and divisions might and will lead them, are
extremely numerous. And statistics has to thank them for its ill fame.

I do not doubt that in many cases reviewers are happily or ignorantly
finding non-existing faults in articles or books or, even worse, rejecting
worthy manuscripts of which we will therefore never know anything. In a
small way Dickson (1922) reported on this subject. One special point
concerns cases in which a single reviewer undertakes to describe a source
devoted to a wide range of subjects. He/she is obviously unable to provide
anything worthy, but nevertheless goes ahead ... Examples are hardly
needed and I offer just one: the review of the Russian book, Matematika
XIX Veka (Math. of the 19 C.), vol. 1. Editors, A. N: Kolmogorov, A. P.
Youshkevich. Moscow, 1978. The review appeared in Math. Rev. and is
easily found there.

Another point is that some reviewers just do not understand their duties.
The reviewer of my paper on Poisson passed over in silence that that
scholar had introduced the notions of random variable and distribution! The
review is in Zentralblatt MATH, 383.01011.

Now I adduce an appropriate example about officialdom suppressing
critical scientific comment. The following is my rejected note submitted to
the Journal of the Royal Statistical Society, ser. A as a response to a paper
published there.

De Morgan Revisited

Rice & Seneta (2005, p. 615) discussed De Morgan’s “self-admitted error
in probabilistic reasoning” and (p. 617) also mentioned De Morgan’s (1864)
attempt (which they mistakenly dated as 1861) to “simplify the mathematics
underlying error theory”. Actually, De Morgan offered the first-ever
generalization of the normal law. I (Sheynin 1995, pp. 178 — 179) noted that
his main assumption that large errors were less frequent than according to
that law proved wrong (and his generalization thus faulty). Then, for errors
large in absolute value his formula provided negative probabilities and,
which is much more to the point, he (p. 421) maintained that an
interpretation of such cases was not worth looking for. There also, De
Morgan declared that if a certain event had probability 2.5, it meant that “it
must happen twice with an even chance of happening a third time”.

De Morgan’s contribution to probability ought to be reappraised.

De Morgan, A. (1864), On the theory of errors of observation. Trans.
Cambr. Phil. Soc. 10, 409 —427.

Rice, A., Seneta, E. (2005), De Morgan in the prehistory of statistical
hypothesis testing. J. Roy. Stat. Soc., ser. A, 168, 615 — 627.

Sheynin, O. B. (1995), Density curves in the theory of errors. Arch. Hist.
Ex. Sci., 49, 163 — 196.

In a few months after having sent this note I began to inquire about its
status. I only received a hint that the authors had apparently (!) not yet



answered ... After my persistent demands that the authors be given a
deadline and two appropriate letters to the President (who wisely kept
silent), I got a definite answer: “we decided” that my note will be rejected
since I had already published its essence. The extra-scientific reason for this
decision was evident (and showed that the authors had not been asked
anything at all); moreover, such a decision could have been made at once.
Having been a Honorary Fellow of the RSS, I broke off my relations with
that pompous body with its falsely understood esprit de corps.

To conclude, I add several points. In 1915, the Petersburg Academy of
Sciences awarded a gold medal to Chuprov for reviewing done on its
behalf. And here is his lifelong colleague and friend, Bortkiewicz: “I do not
review the work of persons I know and don’t care to meet authors whose
work I have to appraise” (Woytinsky 1961, p. 452). Finally, I give word to a
meteorogist (Shaw 1926, p. v): “For the community as a whole, there is
nothing so extravagantly expensive as ignorance”. And, by implication:
Nothing as important as trustworthy information.

Andreski, S. (1972), Social Science As a Sorcery. London.

Chuprov, A. A. (1903), Statistics and the statistical method etc. In
author’s book Voprosy Statistiki (Issues in Statistics). Moscow, 1960, pp. 6
—42. In Russian.

Dickson, L. E. (1922), Should book reviews be censored? Amer. Math.
Monthly, vol. 30, pp. 252 — 255.

Shaw, W. N. (1926), Manual of Meteorology, vol. 1. Cambridge.

Truesdell, C. (1981), The role of mathematics in science. In author’s
book Idiot’s Fugitive Essays on Science. New York, 1984, pp. 97 — 132.

Woytinsky, W. S. (1961), Stormy Passage. New York.

2. My Reviews

Before reprinting my reviews, which, as I believe, provide a picture of
the pertinent modern studies, I list those published in Novye Knigi za
Rubezhom (NKzR). The NKzR had been a highly reputable periodical
publishing book reviews only. Its (former?) existence shows that reviewing
can after all be a serious scientific pursuit.

1. Hristov, V. K., Matematicheskaia Geodesia (Mathematical Geodesy).
Sofia, 1956. NKzR, A1958, No. 3, pp. 21 —22.

2. Hristov, V. K., Osnovy Teorii Veroiatnostei, Oshibok i Uravnivania
(Elements of the Theory of Probability, Theory of Errors and Adjustment).
Sofia, 1957. NKzR, B1960, No. 2, pp. 132 — 134.

3. Grossmann, W. Grundziige der Ausgleichungsrechnung. Berlin, 1961.
NKzR, B1962, No. 11, pp. 8 — 10.

4. Jordan, W, Eggert, O., Kneissl, M., Handbuch d. Vermessungskunde,
Bd. 1. Ausgleichungsrechnung nach d. Methode d. kleinsten Quadrate.
Stuttgart, 1961. NKzR, B1963, No. 5, pp. 105 — 108.

5. Bomford, G., Geodesy. Oxford, 1962. NKzR, B1963, No. 12, pp. 92 —
93. Coauthor, A. V. Kondrashkov.

6. Bibliographie géodésique internationale, t. 9. Paris, 1963. NKzR,
B1965, No. 8, pp. 109 — 110.

7. Barry, B. A., Engineering Measurements. New York, 1964. NKzR,
B1966, No. 6, pp. 21 —22.



8. Hristov, V. K., Rasshirenie Uravnivania po Sposobu Naimenshikh
Kvadratov (Generalized Adjustment by the Method of Least Squares).
Sofia, 1966. NKzR, B1967, No. 3, pp. 108 — 109.

9. Hultzsch, E., Ausgleichungsrechnung mit Anwendungen in d. Physik.
Leipzig, 1966. NKzR, B1967, No. 5, p. 10.

10. Richardus, P., Project Surveying. Amsterdam, 1966. NKzR, B1967,
No. 10, pp. 109 — 110.

11. Hazay, 1., Adjustment Calculations in Surveying. Budapest, 1970.
NKzR, A1972, No. 4, pp. 49 — 50.

Six more reviews from the same source are reprinted below. Apart from
these, and also beginning at about the same time, I had begun reviewing
geodetic literature on the treatment of observations for the abstracting
journal Geodezia, a separate part of Astronomia i Geodezia. In 1960 — 1965
I was subeditor of Geodezia, then started reviewing papers on the history of
probability for the abstracting journal Matematika. This activity ended in
1991 when I managed to move to Germany, whereas, owing to financial
difficulties, Matematika had regrettably become a mediocre periodical. A
few of my reviews from it are included below in translation, but in some
cases I was unable to indicate the year of their publication.

I am continuing my collaboration with the Zentralblatt MATH, but the
number of reviews already compiled is sufficient for my purpose.

2. Reviews of Books and Articles

Amunategui, Golodefredo Iommi: A propos d’une lettre de Pascal 2
Fermat. Rev. Quest. Sci. 175, 429 — 433 (2004)

The author considers Pascal’s letter of 24.8.1654 to Fermat concerning the
problem of points (of determining the division of stakes in an interrupted
game). The game ends after one gambler wins the agreed number of sets.
The maximal possible number of sets still left can also be considered.
However, as Pascal noted, in case of three gamblers two of them can win;
example: with score 4:3:3 this can happen in the remaining three possible
sets. The author perceives here a general philosophical principle which can
somehow help to discern the choses angéliques and the choses plates et
communes in the Scripture.

Zentralblatt MATH 1067.01004

Armatte, Michel: Lucien March (1859 — 1933). Une statistique
mathématique sans probabilité? J. Electron. Hist. Probab. Stat. 1, No.
1, Article 1, 19 pp. (2005)

March graduated from the Ecole Polytechnique, for many years headed the
Statistique Générale de France, was President of the Société de Statistique
de Paris (1907) and initiated the establishment of the Société Francgaise
d’Eugenique.

He applied statistics to economics (partly following Pareto), studied
economic barometers and was the main French partisan of Pearsonian ideas
and methods (and translated Pearson’s Grammar of Science into French).
March objected to stochastic interpretation of the movement of prices, but,
in philosophy of science, upheld the primacy of contingency. And in
statistics, like many other statisticians of the time, he came out against



probability theory (but did not deny mathematical methods in general); in
this connection, Armatte mentioned “I’impression d’éclectisme”.

The author wrongly stated that Poisson had applied Quetelet’s concept of
the homme moyen and did not say that the main objections to probability
during that time was the absence of equally possible cases in statistics
(rather than lack of normality). That Jakob Bernoulli had long ago made
this opinion worthless was somehow forgotten.

Zentralblatt MATH 1062.01014

Atiqullah, M.: Statistics education in Pakistan. Pakistan J. Stat. 11,
219 - 225 (1995)

The development of statistics in Pakistan is traced back to the impact of
Fisher and Mahalanobis (1943). In all, Pakistan now has about 40 Ph. D.’s
in statistics or allied subjects with some 12 universities offering Master
degrees in statistics. Further promotion, as the author remarks, hardly
depends however on scientific achievement and the general public
underestimates the role of statistics. The author also formulates
recommendations about the necessary changes in the system of statistical
education.

Zentralblatt MATH 864.01006

Barbut, Marc: Machiavel et la praxéologie mathématique. In:
Martin, Thierry, ed., Mathematics and Political Actions. Historical and
Philosophical Studies on Social Mathematics. Paris: INED, 43 — 56
(2000)

This paper first published in Mathématiques, informatique et sciences
humaines 37, 19 — 30 (1999) reproduces some passages from the author’s
note of 1970. It describes Machiavelli (1469 — 1527) as a forerunner of the
decision theory, mostly on the strength of his opinions about the conduct of
war, and quotes many passages from the works of his hero.

The author attributes to Machiavelli the three main aspects of decision
making (but not their methodical discussion): knowledge of facts; their
evaluation; and rules of conduct. He stresses Machiavelli’s sound
reasoning, quotes as pertinent Laplace’s definition of the theory of
probability, — le bon sens mis en calcul (which could have described the
early 19" century mathematics in its entirety), — and several times uses such
expressions as conséquences probables although without ascribing them to
Machiavelli. The author also credits Machiavelli with the regle du moindre
mal and cites him as saying that, in spite of forfune, man can govern about a
half of his oeuvres.

Tolstoy ridiculed the excessive attention to decision making, — the
preparation of a monster disposition of the Austrian and Russian armies for
the Battle of Austerlitz (which they lost), see his War and Peace
(misnomer! Correct translation of title: War and Society), pt. 1, section 58.

Zentralblatt MATH 1097.01017

Barbut, Marc: Une application de 1’algebre linéaire. Le calcul
des probabilités. Math. Sci. Hum. 150, 81 - 98 (2000)

Regarding an almost identical version of this paper, see M. Serfati, Editor,
La recherché de la vérité. Paris, 1999, pp. 97 — 116. Without repeating its
abstract I note that the author axiomatically introduced the notion of
expectation and claimed that he thus relegated the Kolmogorov axioms of
the theory of probability to theorems. Huygens proved that expectation was
a “just” criterion for solving stochastic problems. Jakob Bernoulli upheld



that viewpoint but later scholars have been introducing expectation without
formal substantiation. However, many authors attempted to justify the
similar notion of arithmetic mean by deterministic axioms and Gauss
regarded the first such effort (J. F. Encke, 1831) “nicht ohne Interesse”.
This information is not provided by Barbut. Then, he did not mention the
Kolmogorov axiom of continuity that deals with an infinitely large number
of events and his claim is therefore dubious.

Zentralblatt MATH, 990.01004

Basharin, Gely P.; Langyville, Amy N.; Naumov, Valeriy A.: The life
and work of A. A. Markov. Linear Algebra Appl. 386, 3 — 26 (2004)
This is a careless essay on Markov’s life and on his work in probability
theory. Repeating mistakes made by previous contributors, the authors
believe that Tolstoy (who died in 1910) was excommunicated from the
Russian Orthodox Church in 1912 (actually in 1901) and they attribute to
Markov rather than to Pushkin the verse (not limerick) “Count (not Duke!)
Dundook™. They also state that Markov “implicitly accused” Chebyshev of
plagiarism; actually, of failing to cite his predecessors. Some inaccuracies
are also present and the references are given without page numbers which
makes it difficult to check the provided formulation of Markov’s findings.
Missing references include important papers by Markov Jr and Linnik et al.
Describing Markov’s correspondence with Chuprov, the authors were
unaware that in 1996 I published a book on Chuprov containing newly
found letters between these scholars.

Zentralblatt MATH, 1049.01014

Bellhouse, David: Decoding Cardano’s Liber de Ludo Aleae. Hist.
Math. 32, 180 — 202 (2005)
The author describes Cardano’s educational background in the context of
the state of mathematical learning of his time and examines his Liber de
Ludo Aleae (written in mid-16™ century, first published 1663, English
translation 1953). He argues that that book was based on the anonymous
poem De Vetula (ca. 1250) and that Cardano’s aim was to establish
conditions under which games of chance might be approved (as opposed to
their flat rejection by Aristotle) rather than to compile a mathematical tract.
Consequently, as the author remarks, Cardano’s mathematics is faulty but
notes that Aristotle’s concept of justice led him to state that the ratio of the
wagers of two gamblers ought to be equal to that of their chances of
winning (e. g., that their expected winnings be equal).

Zentralblatt MATH 1072.01008

Bernoulli, Jakob: Wahrscheinlichkeitsrechnung (Ars Conjectandi).
Mit dem Anhiénge Brief an einen Freund iiber das Ballspiel. Translated
by R. Haussner. Ostwalds Klassiker 107/108. Frankfurt/Main: Deutsch
(1999). (Reprint of the translation of 1899.)
Bernoulli’s Latin book, Ars Conjectandi, and his French piece, Lettre ... sur
les parties du jeu de paume, were published posthumously in 1713. They
both, together with related material including the probability-theoretic part
of his Meditationes [Diary], are now available in their original language in
Bernoulli’s Werke, Bd. 3 (Basel 1975). Pt. 2 of the Ars was translated into
English (1795), and pt. 1, into French (1801); pt. 4 exists in Russian (1913
and 1986), and an English (1966) and a French (1987) version, and the
entire Ars was translated into German (1899), — together with the Lettre, but
did not appear in any other living language.



The Ars contains a reprint of Huygens’s treatise on probability (1657)
with essential comment (pt. 1); a study of combinatorial analysis where the
author introduced and applied the Bernoulli numbers (pt. 2); solutions of
problems concerning games of chance (pt. 3); and, in pt. 4, an attempt to
create a calculus of stochastic propositions and the proof of the law of large
numbers (LLN) with an unfulfilled promise of applying the law to civil,
moral and economic issues. For a large number of observations, the LLN
established parity between theoretical and statistical probabilities (i. e.,
between deduction and induction) and thus furnished a foundation for
statistical inquiries. Being unable to use the still unknown Stirling formula,
Bernoulli had not provided a practically effective law, and Karl Pearson
(1924) harshly and unjustly commented on this point. Niklaus Bernoulli
adduced a preface to the Ars (omitted from the translation). Before that, in
1709, he borrowed from the text (and even from the Meditationes, never
meant for publication). In his Lettre, Bernoulli calculated the players’
expectations of winning in different situations of the game.

The translator commented on the texts and adduced helpful information
about the history of probability and Jakob’s contributions.

Zentralblatt MATH 957.01032

Bernoulli, Jacob: The Art of Conjecturing together with Letter to a
Friend on Sets in Court Tennis. Translated with an introduction and notes
by Edith Dudley Sylla. Baltimore, 2006
Jakob (as spelled in his native tongue rather than in Latin) Bernoulli died in
1705 and his unfinished Ars Conjectandi was published in 1713 together with
his French piece, Lettre a un amy sur les parties du jeu de paume. Strangely
enough, these titles do not appear on the reverse of the title-page of the book
under review. Both, as also the stochastic part of his Meditationes (Diary, not
published previously), are now available in their original languages in
Bernoulli’s Werke (1975) which also contains related materials. The entire Ars
and the Lettre were rather freely translated into German (1899) with
interesting comments and the most important part of the Ars (pt. 4) was
translated into Russian (1913, second edition, 1986) and French (1987) and 1
myself rendered it into English and commented on it (2005). The second
Russian edition contains three commentaries (my general overview; Yu. V.
Prokhorov’s “The law of large numbers and the estimation of probabilities of
large deviations” and Jakob Bernoulli’s biography by A. P. Youshkevich).

Pt. 1 of the Ars is a reprint of the Huygens tract of 1657 (likely reflecting
the fact that Bernoulli had not completed his work) with essential comment.
Note that this tract is thus also available in English. Pt. 2 is a study of
combinatorial analysis and it is there that Bernoulli introduced and applied the
Bernoulli numbers. Pt. 3 is the application of this analysis to games of chance
(which were also the object of pt. 1, where, however, combinatorics was not
needed). This part is not sufficiently known; the early history of these games
is usually associated with other authors, from Pascal and Fermat to De
Moivre.

Pt. 4, whose title promised to describe applications of the “preceding
doctrine”, contains nothing of the sort (and any applications should have been
discussed in a separate part). As it is, pt. 4 is an attempt to create a calculus of
stochastic propositions and the proof of the (weak) law of large numbers
(LLN; Poisson’s term) and it also contains Bernoulli’s reasoning on certainty,
probability, contingency, a somewhat informal definition of probability (not



applied in the sequel), and a definition of the “art of conjecturing or
stochastics” (p. 318 of the present translation). This is “the art of measuring
the probabilities of things as exactly as possible” for choosing what “has been
found to be better, more satisfactory, safer, or more carefully considered”.

When combining his stochastic propositions, Bernoulli tacitly (since he did
not introduce probabilities here) applied the addition and the multiplication
theorems. These probabilities were non-additive; thus, in one of his examples
a certain proposition and its opposite had 2/3 and 3/4 of certainty respectively.
Such probabilities began to be studied beginning with Koopman (1940).
Bernoulli possibly thought of applying his calculus of propositions in this
unfinished part.

For a large number of observations, the LLN established parity between
theoretical and statistical probabilities (between deduction and induction; the
latter probability occurred to be a consistent estimator of the former) and thus
provided a foundation for statistical inquiries. Indeed, Bernoulli attempted to
ascertain whether or not the statistical probability had its “asymptote”, —
whether there existed such a degree of certainty, which observations, no
matter how numerous, would never be able to reach. In such case ‘it will be
all over with our effort” (pp. 328 — 329).

Being, however, unable to use the yet unknown Stirling formula, and
overlooking the possibility of somewhat weakening his assumptions and
strengthening his intermediate inequalities, Bernoulli had not provided a
practically effective law, and Karl Pearson (1925) harshly and unjustly
commented on this point.

In the last lines of his Ars Bernoulli actually and without any justification
discussed the inverse problem: if observations were to continue “the whole of
eternity”, then “in even the most accidental and fortuitous we would be bound
to acknowledge a certain quasi-necessity and, so to speak, fatality” (p. 339).
In other words, he stated that the theoretical probability determines its
statistical counterpart. De Moivre (1756, p. 251) made a similar declaration
and only Bayes clearly perceived the difference between the two problems
and derived with proper precision the theoretical probability given its
statistical value for the finite and, actually, infinite cases. I hold therefore that,
together with the De Moivre limit theorem, his memoir of 1764 completed the
creation of the first version of the theory of probability.

The Lettre is a study of probabilities in a complicated game depending both
on chance and skill. I doubt that it is of general interest.

The translation provides a general picture of the Ars, but its mathematics is
often wrong, doubtful or incomprehensible. Difficult points are not explained
(pp- 329, 168 — 169 and 308). In the two last cases Bernoulli’s wrong term
logarithmic (instead of exponential) curve persists, and on p. 208 appears a
mysterious binomial root. On p. 324 Bernoullli’s product of cases should have
been replaced by product of the number of cases; even a classical scholar
(who Sylla undoubtedly is) should have noticed this mistake. And on p. 198
Bernoulli’s statement that the number of stars is “commonly set at 1022” is
left without comment; actually, we see about six times more with a naked eye.

References are numerous but reprints of most important sources
(Montmort, De Moivre, Bayes) are not mentioned. In a nasty tradition, the
dates of publication of some memoirs (Arbuthnot, Bayes) are not provided
and two names (Couturat, Kendall) are misspelt. The listing of the first edition
of the Russian translation of the Ars is a fabrication, pure and simple, and thus



undermines Sylla’s integrity, and a wrong statement about its being rendered
from a French translation (then not yet existing) is tentatively repeated. The
second edition of the Russian translation is not listed.

Sylla’s Introduction, notes and comments take up ca. 160 pages. She
describes the history of the Bernoulli family, Bernoulli’s life and his studies of
logic and his religious views and relations with contemporaries. However,
probabilism, the medieval doctrine according to which the opinion of each
theologian was probable and which can be linked with non-additive
probabilities, is not mentioned. Also missing is a discussion of a most
influential book Arnauld & Nicole (1662). In a sense, it was a non-
mathematical background for Bernoulli. Hardly anything is said about the
rapidity of the convergence in the LLN or about its importance or further
history and many facts are simply wrong (De Moivre’s attitude to the
Huygens method of solving stochastic problems; his relations with Newton;
his criticism of Niklaus Bernoulli). Daniel Bernoulli’s theorem on fluid
dynamics is attributed to Niklaus (p. ix) and Jakob Bernoulli’s proof of the
LLN “is mathematical, not scientific” (p. 43) and neither is his art of
conjecture “scientific” (p. 109). We also ought to know that the Ars, together
with previous work, “was part of the pre-paradigm stage” whereas De Moivre
“established the paradigm of ... mathematical probability” (p. 58), whatever
all this means. And, apart from some of the topics listed in the beginning of
my last paragraph (history of the Bernoulli family etc.), Sylla’s Introduction
and comments are best ignored. She corroborated the old saying: Ne sutor
ultra crepidem! (Cobbler, stick to your last!).
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the general use of quantitative methods. Among his arguments is a
quotation from Keynes who declared that mathematical reasoning now
appears as an aid in its symbolic rather than its numerical character. He
also notes that Keynes’ general approach is indirectly supported by the
failure to improve political forecasts, or to help to explain past political
events, by straightforward applications of game theory. The author claims
that Keynes anticipated some modern conclusions according to which
statistical analysis cannot be applied in economics just as in natural
sciences.

Zentralblatt MATH 647.90020

Bru, Bernard: Doeblin’s life and work from his correspondence. In:
Cohn, Harry, ed. Doeblin and Modern Probability. Proc. Doeblin Conf.
1991 Univ. Tiibingen Heinrich Fabri Inst., Blaubeuren, Germany.
Contemp. Math. 149, 1 - 64 (1993)
The paper is based on archival sources and contains a biography of
Wolfgang Doeblin (1915 — 1940) with a description of his work, both
published or not, and contacts with the leading specialists in probability of
his time (Fréchet, Lévy, Kolmogorov, Doob); and with extensive notes and
bibliography including a list of Doeblin’s papers reprinted from Loeve
(1963). Also appended is Doeblin’s previously unpublished correspondence
(letters to and from Fréchet, 1936 — 1940; to and from Lévy, 1938; and to
Doob, 1938 — 1939). Among these letters is Doeblin’s undated manuscript
Sur la solution de M. Hostinsky de I’équation de Chapman, and, among the
notes, a passage from Kolmogorov’s letter to Fréchet (1937) with a phrase
Doeblin doit publier sur les chaines de Markoff indépendamment, comme il



les inventées. Being a Jew and a soldier in the French army in World War
II, Doeblin shot himself rather than surrender.

Zentralblatt MATH 786.01014

Bru, Bernard: Poisson, the probability calculus and public
education. J. Elecron. Hist. Probab. Stat. 1, No. 2, Article 1, 25 pp.
(2005)

This is a translation with some comments (by Glenn Shafer assisted by
Laurent Mazliak and José Sam Lazaro) of the author’s essay Poisson, le
calcul des probabilités et I’instruction publique from Siméon Denis
Poisson et la science de son temps. Editors, M. Métivier et al. Palaiseau,
1981, pp. 51 - 94.

Bru provided an important account of Poisson, the probabilist and
educator (1781 — 1840). It is set against the background of the French
turbulent society of the time and written without due regard for non-
French readers. The description (p. 11) of one of Fourier’s lecture notes
is faulty; his statement (p. 12) to the effect that, given enlightened
specialists, statistical data are barely needed is attributed to Poisson, but
only in a recent private communication; Poisson’s influence on
Chebyshev is not mentioned; and, finally, the Bibliography is
substandard and the references lack page numbers.

Poisson began in 1811 — 1812 by non-remarkably abstracting
Laplace’s memoirs and his “Théorie analytique” and he misunderstood
Laplace’s loose presentation of the estimate of the population of France
(not recorded by Bru). Later, Poisson had been following Laplace by
filling in several missing points, explaining unclear circumstances and
furthering his results. Thus, since Laplace had originated an academic
method of least squares issuing from a large number of observations and
drawing on his non-rigorously proven central limit theorem, Poisson
continued in the same vein. To his own detriment, he never mentioned
Gauss, let alone applied any of his results. This, however, Bru has not
discussed.

Again, like Laplace (but unlike Lagrange), Poisson had subordinated
methods of research to concrete applications. Together with a slipshod
introduction of his most important law of large numbers, this led to his
work being undervalued. As Bru commented, in 1881 no-one thought of
celebrating his centennial.

Poisson continued Laplace’s stochastic investigation of the sex ratio
at birth and of the statistics of the criminal justice system introducing, as
I note, the prior probability of the defendant’s guilt (not to be applied to
any given individual). He paid utmost attention to checking the
significance of empirical discrepancies between the results of two long
series of observations and thus became the Godfather of the Continental
direction of statistics.

From 1820 to his death Poisson, the notorious unbeliever, had been
member of the Conseil Royal de I’Instruction Publique and its treasurer
since 1822. He proved himself indispensable and had been able to
manoeuvre politically. The Conseil governed supreme over
appointments, creation of positions, curriculums and sanctions, and, as
treasurer, Poisson had to examine the accounts of all the royal colleges.



Bru reasonably explains the decline of French mathematics in the
mid-century by its excessive centralization rather than by Poisson’s
personal or scientific traits.

Zentralblatt MATH, to appear

Bru, Bernard: The Bernoulli code (in French). J. Electron. Hist.
Probab. Stat. 2, No. 1, Article 1, 27 pp. (2006)

This is the text of the author’s report made in 2005 which he (p. 21)
regards as a commentary on Cournot’s first contribution to probability
theory (1828, reprinted in 2005 in the same electronic journal and
included in the forthcoming t. 11 of his Oeuvres Compleétes). The text is
anonymously supplemented by additional notes.

Bru (p. 2) attempts to préciser the Jakob Bernoulli’s law of large
numbers from the standpoint of philosophie naturelle, du moins as seen
by Cournot. He delves into antiquity (Plato, Cicero) and the Renaissance
(discussing , for example, a Latin book by Sébastien Castellion, 16"
century, published in a French translation in Leiden in 1981 as De l’art
de douter et de croire, d’ignorer et de savoir). Among later authors Bru
dwells on Arbuthnot (without providing the date of the publication of his
note) and Niklaus Bernoulli, but ignores Laplace’s relevant explanation
of the appearance of remarkable coincidences. In general, his text
belongs to philosophy, certainly not to mathematics.

Bru fails to mention Niklaus’ borrowing from Jakob Bernoulli’s still
unpublished book and even from his diary (Kohli, K., Kommentar zur
Dissertation von Niklaus Bernoulli. In J. B., Werke, 3, 541 — 556. Basel
(1975), see p. 541). He (p. 21) calls Stigler’s History of Statistics (1986)

a beau livre and, just like everyone else, passes over in silence Stigler’s
slanderous statements about Gauss (Sheynin, O., Gauss and the method
of least squares, Jahrbiicher f. Nationalokonomie u. Statistik 219, 458 —
467 (1999)). He also positively mentions Shafer’s shallow paper (Zbl
0858.01014) and (p. 21) gives a wrong date for the reprint of one of
Cournot’s books which he himself edited. Finally, Bru does not explain
Bernoulli’s difficult phrase to the effect that his theorem illustrated the
Platonist belief in the return of everything to its original position.

Zentralblatt MATH, to appear

Bru, Bernard; Bru, Marie-France; Bienaymé, Olivier: La statistique
critiquée par le calcul des probabilités. Deux manuscrits inédits d’I. J.
Bienaymé. Rev. Hist. Math. 3, 137 — 239 (1997)

The authors publish two manuscripts kept by Bienaymé’s direct descendant
and complement them with a foreword, extensive notes describing the
French statistical scene of the mid-19th century, and bibliography. The text
of the first manuscript is apparently a report on Bienaymé’s communication
which remained unpublished par hasard.

1) An Extrait d’une communication a la Société Philomatique [de Paris]
of 1842 with its first five pages missing. It is devoted to philosophical
problems in probability and to criticizing the Poisson law of large numbers.

2) A Communication a I’Académie des sciences morales et politiques of
1855. Here, Bienaymé again criticizes the law of large numbers and notes
that the errors d’observation ou d’expériences do not always compensate
each other even in large numbers.

Zentralblatt MATH 902.01008

Bernard Bru; Bru, Marie-France; Kai Lai Chung: Borel et la



martingale de Saint-Pétersbourg. Rev. Hist. Math. 5, 181 — 247 (1999)
In addition to its main subject, this essay describes the related work and the
biographies of Le Dantec (1869 — 1917) and Ville (1910 — 1989) and
provides general information about Borel. It is based in part on archival
sources.

Borel believed that the dissemination of mathematical knowledge was
socially important even though his technique lagged behind his advanced
ideas. In 1909, he non-rigorously studied the problem of the return to a
draw in a long game of heads and tails which later gave rise to the arc sine
law and led him to the strong law of large numbers. In 1911 Borel noted the
connection of this problem with the Petersburg paradox to which he turned
his attention in 1939 by applying the notion of martingale and proved that,
by regulating the stakes at each round and choosing the moment for
stopping, a gambler can make a fair play advantageous for himself.

The authors also touch on Le Dantec’s non-recognition of the probability
of a single event and his views on evolution theory, on Mises’ frequentist
theory, and on Borel’s anticipation of the theory of games. When referring
to books, they fail to mention the appropriate pages.

Zentralblatt MATH, 979.01018

Bru, Bernard; Jongmans, Francois; Seneta, Eugene: 1. J. Bienaymé.
Family information and proof of the criticality theorem. Intern. Stat.
Rev. 60, 177 — 183 (1992)

Drawing on archival sources, the authors describe Bienaymé’s biography. It
occurs that it was due to lack of time and bad health that he was often
unable to provide demonstration of his findings. From among Bienaymé’s
numerous eminent descendants at least two living persons are professors.
The authors also dwell on the proof of Bienaymé’s criticality theorem of the
simple branching process which one of them (Bru) found in Cournot’s De
lorigine et des limites de la correspondence entre ’algebre et la géometrie
(1847; reprint 1989). They state that Bru is to publish a separate article on
this proof. However, his contribution, A la recherché de la démonstration
perdue de Bienaymé, has already appeared [Math. Inf. Sci. Hum. 114,5 — 17
(1991)].

Zentralblatt MATH 759.01003

Bru, Bernard; Martin, Thierry: Le baron de Férussac, la couleur
de la statistique et la topologie des sciences. J. Electron. Hist.

Probab. Stat. 1, No. 2, Article 3, 43 pp. (2005)

This is an extract from a contribution on Cournot’s participation in the
Bull. général et universel des annonces et des nouvelles scientifiques
(1823 — 1831) edited by André (Etienne Juste, or Just, Pascal Joseph
Francois) d’ Audebard, Baron de Férussac, 1786 — 1836, and usually
called Bull. de Férussac. The contribution will be included in t. 11 of
Cournot’s (Euvres Completes. Here, the authors’ names only appear at
the end of their detailed notes partly based on archival sources. They
state that Cournot, an author of the Bulletin, had likely acquired from it
his culture scientifique.

An officer (he rose to become lieutenant colonel) and a natural
scientist, whose study of shells was positively reported by Cuvier in
1805 and 1812, Férussac only belonged to the academic fringe. This was
caused by his general vision of science and personal traits. His main
interest was the systematization and internationalization of science and



its geographical distribution and the authors called his Bulletin the
French World Wide Web of the time. It was published by those
responsible in 8 sections, but Férussac, helped by one or two assistants,
supervised all of them. The first embraced mathematics, astronomy,
physics, and chemistry; in all, 16 of its volumes were published, and
regarding their content the authors refer to R. Taton, Arch. Intern. Hist.
Sci. 26, 100 — 125 (1947).

The sixth section was devoted to geography, économie publique and
voyages, and, implicitly, statistics which was thus separated from
probability. However, as the authors remark, Férussac would not have
objected to philosophical probabilities (Cournot). During its first five
years, the Bulletin published 80 thousand papers, partly by distinguished
authors (I myself mention Poisson, 1830). The office of the Bulletin
became the scientific centre of Paris and in general Férussac’s activities
a accéléré le progress des sciences mathématiques au XIX® siecle (p.
15).

Being unsatisfied with university statistics and largely following
Fourier, Férussac formulated the aims of social statistics and he also
advocated the use of numerical tables and pictorial representation of
data.

Zentralblatt MATH, to appear

Cantor, Georg: Historische Notizen iiber die
Wabhrscheinlichkeitsrechnung (read 1873; reprint 1932). J. Electron.
Hist. Probab. Stat. 2, No. 1b, Article 8, 11 pp. (2006)

This is a reprint of Cantor’s popular scientific report of 1873 from his
Gesammelte Abhandlungen mathematischen und philosophischen
Inhalts, mit erldutern den Anmerkungen sowie mit Ergdnzungen aus dem
Briefwechsel Cantor — Dedekind, Hrsg E. Zermelo, A. Fraenkel. Berlin,
Springer (1832), 357 — 367. This time, the reprint is accompanied by its
French translation (Décaillot [see below]), and the bibliographic
description given above is available only there.

Cantor dwells on the main heroes of probability calculus from Pascal
and Fermat and Huygens to De Moivre, Laplace and Gauss without
going into mathematical explanation. One point is obscure: on p. 362
Cantor properly states that Jakob Bernoulli proved his law of large
numbers with “einige Beschrinkungen”, but (aber) that his proof can
“vollkommen strenge gemacht werden”. I am unable to understand the
“aber” and I also note that Bernoulli’s proof is generally considered
unimpeachable.

Cantor also sets high store by Spinoza’s letter of 1666 in which the
philosopher applied expectation, but he is not sure whether Spinoza was
acquainted with the Pascal — Fermat correspondence. However, J. Dutka
[Spinoza and the theory of probability. Scripta Math. 19, 24 — 33
(1953)] stated that Spinoza was friendly with Huygens. Cantor does not
mention Todhunter’s (1865) classic on the history of probability which
possibly means that that source had not been known in Germany.

Cantor had not contributed to probability calculus, which does not
contradict his choice of the subject for his report. And it seems that he
had not lost some interest in probability: he privately called Kronecker,
who had been denying the emerging set theory, “Herr De Méré”, see
Fraenkel, A. G. Cantor. Jahresber. Deutschen Mathematiker-



Vereinigung 39, 189 — 266 (1930), p. 199. Fraenkel also contributed an
essay on Cantor included in the Ges. Abh., and there he (p. 459) repeated
this remark.

The Ges. Abh. does not provide an exact date of the original
publication of the report; it only mentions the Sitzungsberichte der
Naturforsch. Ges. Halle 1873. At the time, these Berichte had been
published together with the Abhandlungen of the said Gesellschaft. Bd.
12 of the Abh. only contains the Berichte of 1871; the (defective?) copy
of Bd. 13 (1877) which I saw had no Berichte at all whereas Fraenkel
(1930, see above) had stated that Cantor’s report was published in 1877.
I can only conclude: published in 1877 or even later.

Zentralblatt MATH, to appear

Celmins, Aivars: The method of Gauss in 1799. Stat. Sci. 13, 123 -
135 (1998)
In 1799, Gauss, proceeding from a meridian arc measurement separated into
four parts, derived the parameters of the earth’s ellipsoid of revolution
without explaining his approach. The author unsuccessfully attempted to
reconstruct the calculations and concluded that Gauss could have applied
the method of least squares, but only if he made arithmetical errors. He also
repeated Stigler’s wrong statement claiming that, prior to Legendre’s
publication of 1805, Gauss hardly informed anyone of his invention of the
method. The reviewer has refuted Stigler (who also dared to defame Euler),
see Hist. Scientiarum 8, 249 — 264 (1999), where all the cases in which
Gauss could have applied the method of least squares before 1805 are also
discussed.

Zentralblatt MATH 964.01023

Chatterjee, S. K.: H. K. Nandi’s contributions to statistics — an
appreciation. Bull. Calcutta Stat. Assoc. 40, 1 — 22 (1991)
In actual fact, this is a section of an obituary. It deals exclusively with Haru
Kinkar Nandi’s scientific work and contains a list of 47 of his publications.
Nandi was active in diverse fields of mathematical statistics and generous in
helping his students and colleagues by sharing his ideas with them.

Zentralblatt MATH 743.01026

Chebysheva, K. V.: Some information on ancestors and descendants
of the Chebyshev family. Istor.-Matematich. Issled 32/33, 431 - 451
(1990). In Russian
According to the Chebyshev family tradition, its ancestor was one of the
sons of the Tatar military leader Khan Chebysh. The family is mentioned in
chronicles from the beginning of the 17" century. In the second half of that
century three of its members received Tsar’s charters for feats of arms and
loyal service and the author appends their texts in her own translation into
modern Russian. She also adduces information on the male posterity of Petr
Lvovich Chebyshev, a brother of the great mathematician Pafnuty Lvovich,
and states that the latter pronounced his name with a stress on the last
syllable. She does not say anything about her own relation to the family.

Zentralblatt MATH 728.01016

A. Cournot, Exposition de la théorie des chances et des probabilités.
Translated by N. S. Chetverikov. Editor of transl. A. L. Weinstein.
Moscow, 1970. In Russian
Cournot (1801 — 1877) was an eminent French scholar. In this book, he
discussed the theory of probability and its applications to statistics



(population statistics in particular), theory of errors, natural sciences,
jurisprudence. Laplace’s writings made an extremely difficult reading, and
a much more popular exposition was badly needed. Cournot’s book
answered this goal. However, he was also original. Only he (§18) offered a
generalized definition of probability covering the continuous case as well.
He (Préface and §§238 and 240) had argued that statistical probability was
indeed important, and Mises [1, Einleitung] regarded him as one of his
predecessors. Cournot’s reasoning on posterior (Chapt. 8) and philosophical
probabilities (Chapt. 17 and Résumé), unyielding to numerical estimation
and based on the confidence in the simplicity of the laws of nature, deserves
attention.

Cournot abandoned the Laplacean determinism and the subjective
definition of probability and defined chance (Chapt. 4) as an intersection of
independent chains of causative events. He investigated the statistical
significance of discrepancies between empirical magnitudes by means of
the De Moivre — Laplace limit theorem and was one of the first after
Laplace who attempted to link directly statistics to probability.

Then, Cournot (Chapt. 6) explained the notion of density. Yes, Laplace
widely applied density curves, but [apart from the treatment of
observations] he restricted his studies to concrete problems; Gauss formally
introduced these, but statisticians did not know his writings sufficiently.
And it was Cournot who offered the first exposition of this topic suitable for
a broader circle of readers. Following Gauss, he also directly discussed that
parameter of the density which determines the variance of observational
errors. Finally, half a century before Pearson and his school, Cournot (§171)
mentioned a problem pertaining to zoology (longevity of individuals in the
animal kingdom [elsewhere [2, §3.3.7] he discussed the evolution of
species]).

In general, the book under review reflects the development of stochastic
ideas from Laplace to Poincaré. Cournot acquainted his readers with
contemporary work and especially interesting are his references to
Bienaymé [under whose influence he passed over in silence Poisson’s law
of large numbers]. In Russia, his ideas were taken up by A. Yu. Davidov
(1823 — 1885), Professor at Moscow University.

Some criticism is due with regard to historical information provided.
Cournot (§47) states that Les grands genies of the 17" c. n’avaient non plus
en vue que la régle des parties. Huygens, however, foresaw the origin of a
spéculation fort intéressante et profonde [and studied stochastic problems
in mortality]. In §88 he formulates a rule attribuée a Bayes, but due to
Laplace. In the sequel, he unreservedly mentions the Bayes rule and
theorem, and apparently it was he who introduced these wrong terms. And,
when describing the history of the method of least squares, Cournot (§135)
does not cite Gauss’ most important memoir of 1823.

The translation is not free from inaccuracies and misprints. ...
Nevertheless, it is done conscientiously and supplemented by notes (written
by the translator and the Editor) tracing the connections between Cournot
and the later Continental direction of statistics (Lexis, Bortkiewicz,
Chuprov, Markov). The introductory article is really interesting.

The classical literature of probability theory is difficult to come by. A
number of Russian translations made at the beginning of this century (Jakob
Bernoulli, Laplace, Poincaré) are only available at the largest libraries; the



translations of Mises and Smoluchowski, as well as many writings of
Kolmogorov, Bernstein and Khinchin also became rare. And, without the
translations accomplished by a few enthusiasts (mainly by Chetverikov),
important contributions of Lexis, Bortkiewicz and Chuprov would have
remained hardly known. I wish Chetverikov to continue his noble activities
in this direction.

1. Mises, R. von (1931), Wahrscheinlichkeitsrechnung etc. Leipzig —
Wien.

2. Sheynin, O. B. (1980), On the history of the statistical method in
biology. Arch. Hist. Ex. Sci., vol. 22, pp. 323 — 371.

Ekonomika i Matematich. Metody, vol. 7, 1971, pp. 635 — 636

Coumet, E.; Barbut, M.; Bru, B.: Le séminaire Histoire du calcul des
probabilités et de la statistique (1982 — 1991). Math. Inf. Sci. Hum. 113,
57 -175(1991)

The Seminar under the direction of the three persons mentioned above was
organized in 1982 by the Centres of Alexandre Koyré d’Histoire des
Sciences et de Techniques, and of the Analyse et de Mathématique Sociales
(Paris). The conferences are held twice monthly and speakers include both
French and foreign researchers. Following appendices are adduced: 1.
Chronological list of meetings (speakers and titles of reports). 2. List of
scholars discussed. 3. Alphabetical list of speakers with titles of their
reports and references to their subsequent publications.

Zentralblatt MATH 753.01015

Crombie, A. C.: Some general effects of mathematics on western
natural philosophy. Istoriko-Matematich. Issled. 21, 22 — 50 (1976)
[This is my translation from English. Regrettably, the original
bibliographical data is dubious and anyway incomplete: perhaps, the source
is a chapter from the author’s Galileo and Mersenne ..., 1976.]

The author describes the standpoint of a number of scholars of the 12 —
16™ centuries (Gundissalvi, Leonardo da Vinci, Ficino, Valla) regarding
science and art, and, in particular, on mathematics and its place in the
system of sciences.

The studied issues are the separation of architects from practical workers
(ca. 127 century); the origin of a layer of masters cum engineers in Italian
cities (14" c.); practical application of the laws of linear perspective by
painters and sculptors (same time); recognition of the necessity of science
in general (same time) and mathematics in particular for architecture (16th
c., but hoes back to Vitruvius).

The author also adduces long passages (in English) from works of many
scholars, notably from Archytas of Tarentum’s lost book On Mathematics
from its Latin translation by Valla. He argues that the rise of mathematics
and experimental sciences in the West after the rediscovery of the Greek
science was especially fostered by the habit of reasonable argumentation
and calculations, and that the main achievement of the philosophical
discussions of the 16" c. was the specification of the intellectual
Weltanschauung, of moral duties and expectations in the culture of each
period.

Matematika 12A8

Dale, A. I.: Bayes or Laplace? An examination of the origin and early
applications of Bayes’ theorem. Arch. Hist. Ex. Sci. 27, 23 — 47 (1982)



The author describes in detail the Bayes posthumous memoir of 1764,
Laplace’s memoir of 1774 as well as the solution of the problem about the
probability of the next sunrise by Price. In the first case the main attention
is paid to Proposition 10: If an unknown event has happened p times and
failed g times in (p + g) trials, the probability of the event x satisfies
inequalities

B 1
Plo < x <P)= j (1 - x)%dx = j (1 - x)%dx.
o 0

Turning to Laplace, the author considers the application of the principle
of inverse probability and the solution of several problems, including the
following two (the second of which, as he notes, was also solved by Bayes).
In both cases, the original number of tickets is infinite. 1. The ratio of white
tickets to black ones contained in an urn is unknown; p white and g black
tickets are extracted and it is required to calculate the probability that m
white and n black tickets will appear after (m + n) further extractions. 2. In
(p + g) extractions p white and ¢ black tickets have appeared so that the
ratio of the tickets contained in the urn is greater than {[p/(p + ¢)] — w} and
less than {[p/(p + ¢)] + w}. It is required to estimate w if p and g are large.

The author does not note that the Bayes memoir is available, for example,
in Biometrika (1958) or that Laplace (§ 28 of his Théorie analytique)
applied the pattern of the problem concerning the next sunrise to population
statistics. And it would have been natural to add that Bayes considered the
case of large p and g in the second part of his memoir (1765) and that
Timerding, the Editor of its German translation, proved the relevant limit
theorem.

Dale, Andrew L.: A History of Inverse Probability. From Thomas
Bayes to Karl Pearson. 2™ edition. New York, 1999
The author expanded the first edition of this book (1991) by some 175
pages. Understandably, his main heroes are Bayes, Condorcet, Laplace and
Poisson; he also paid much attention to Michell, Cournot, De Morgan,
Boole, Edgeworth and Karl Pearson and quoted a host of commentators
sometimes forgetting to state his own opinion.

The author is fond of rare words; his prolocution and feracious are
lacking in the Concise Oxford Dict. (1973). He does not translate French or
German quotations and even a passage from Jakob Bernoulli’s Meditationes
is only offered in Latin. And the exact sources of his numerous epigraphs
remain a mystery. At best, he indicates the titles of the pertinent books, as
Pickwick Club, from which I quote now: “I wouldn’t be too hard upon him
at first. I’d drop him in the water-butt and put the lid on ...” (Sam Weller in
Chapter 28).

The book is loosely written mainly because the connections between
inverse probability, induction and statistics in general are not even hinted at.
A history of the last-mentioned subject written by this well-read author
would have been more useful.

The Bibliography now contains about 650 items, 36 of them published in
1991 or after. The collected works of Bernstein, Edgeworth and Huygens
are not made use of; new editions of the books of Condorcet, Lacroix,
Cournot and others are not mentioned and a few bibliographical mistakes
are repeated.

Zentralblatt MATH, 922.01006



Andrew 1. Dale: Most Honourable Remembrance. The Life and
Work of Thomas Bayes. New York, 2003
This is indeed a description of the life and work of Bayes complete with
commentated reprints of his published works and, partly, manuscripts (on
the doctrine of fluxions; on “semi-convergent” series; the memoir of 1764 —
1765 on the doctrine of chances; an “Item on Electricity”; the portion of his
notebook devoted to mathematics, electricity, celestial mechanics). Once
again Bayes is shown as a mathematician of the highest calibre. Adjoining
material includes a discussion of the contemporaneous visitations of the
plague.

There is so much more pertaining to general history, ethics and theology
that the book should have at the very least been separated into two or three
parts. Thus, Bayes’ theological tract is also reprinted, and with long
commentaries. For that matter, Dale confuses his readers with excessive and
often unnecessary details (on p. 259 he even discusses whether modesty is a
virtue and refers to three sources [one of these is Aristotle]) but often fails
to present concise information. Bayes’ biography is too lengthy and
meandering; a bibliography of his works as also the history of the Bayes
theorem in the 20™ century are lacking; Latin passages are sometimes left
without translation, but Newton’s Principia, whose English text is readily
available, is extensively quoted both in Latin and in translation (by whom?)
on pp. 224ff, and far-fetched epigraphs, mostly without exact references,
are often adduced. It also remains unclear to what extent does this book go
further than the author’s previous publications on Bayes taken together.

Zentralblatt MATH, 1030.01031

Dasgupta, Someth: The evolution of the D*statistic of Mahalanobis.
Sankhya AS5S, 442 - 459 (1993)

The author dwells on Mahalanobis’ statistical analysis (1922 — 1949) of
anthropometric differences between populations belonging to different
races and on the history of the pertinent general statistical tool, the D’
statistic (the Mahalanobis distance). He remarks that Karl Pearson, in 1930,
did not agree with Mahalanobis and mentions the related papers of Fisher
(1930), Hotelling (1931) and Bose & Roy (1938).

Zentralblatt MATH 810.01002

Daston, Lorraine: How probabilities came to be objective and
subjective. Hist. Math. 21, 330 — 344 (1994)

The author contends that the difference between subjective and objective
probabilities began to be studied in earnest in the 1840s (Cournot, Poisson,
Ellis) and that the scholars involved held divergent opinions about the exact
meaning of these terms. Concerning her additional discussion of the
dialectics of chance and determinism I remark that De Moivre did not
simply deny chance (the pertinent quotation is incomplete), nor did
Laplace’s (or, by implication, De Moivre’s) ironclad determinism impede
them from developing the theory of probability, i. e., from discovering the
laws of chance.

Zentralblatt MATH 805.01009

David, Herbert A.: Statistics in U. S. universities in 1933 and the
establishment of the statistical laboratory at lowa State. Stat. Sci. 13, 66
- 74 (1998)

This is a sketch of the early history of mathematical statistics in the USA. A
Department of Biometry and Vital Statistics was founded in 1918 at Johns



Hopkins; in 1930, Annals of Mathematical Statistics began to appear; and in
1935, the Institute of Mathematical Statistics was established.

The Towa State [University] Statistical laboratory exists since 1933. Its
first leading figures were Snedecor and Henry Wallace (the future Vice-
President of the USA). Fisher visited Iowa in 1931 and 1936 and played an
important part in its development. Initially, the Laboratory was mostly
engaged in agricultural statistics and economics.

The author also describes the work of several contemporary American
statisticians, notably Hotelling.

Zentralblatt MATH 964.01026

Décaillot, Anne-Marie: Présentation du texte [Cantor, see above]
suivi de sa traduction en francais. J. Electron. Hist. Probab. Stat. 2,
No. 1b, Article 9, 15 pp. (2006)

This is indeed a French translation of Cantor’s report of 1873 with a
short description of his life and work (which surprisingly omits to
mention the dates of Cantor’s birth and death, 1845 — 1918). The author
notes that the timing of Cantor’s report was unusual in two respects.
First, German scholars had not then been really interested in probability
(although the treatment of observations was a splendid exception).
Second, he favourably discussed French science (Pascal, Fermat,
Laplace) in the aftermath of the Franco-Prussian war.

That “en effet” there had been no German “text” on probability is the
author’s mistake. For example, I mention Hagen (1837), Fries (1842),
and Ottinger (1852) as well as Bessel’s attempt (1838) to prove the
central limit theorem.

Zentralblatt MATH, to appear

Derriennic, Yves: Pascal et les problemes du chevalier de Méré. De
I’origine du calcul des probabilités aux mathématiques financiéres
d’aujourd’hui. Gaz. Math., Soc. Math. Fr. 97, 45 — 71 (2003)

The author describes the problem of points as studied by Pascal, both in
correspondence with Fermat and in his Traité du triangle arithmétique, and
connects this subject with the recent notion of (stopped) martingale [F.
Black, M. Scholes, J. Political Econ, 81, 637 — 654 (1973)].

Zentralblatt MATH 1034.01023

Desrosieres, Alain: The Politics of Large Numbers. A History of
Statistical Reasoning. Translated by Camille Naish. Cambridge (Mass.)
— London, 1998
In this book Desrosieres describes the history of the relations between the
work of government and statistics in France, England, Germany and the
United States (he omits Russia with its zemstvo statistics). In examining the
history of statistics he has paid special attention to sampling, group building
(“classifying and encoding”, p. 236), and the birth of econometrics. His
style is ponderous (long sentences are not rare), and his translator has
preferred unusual words (a “construct”, “to format”, “militate”,
“ineluctable”); retained Jakob Bernoulli’s French name, Jacques; and (p.
91) wrongly translated the title of Cournot’s classic work of 1843.

Desrosieres attributes a mortality table to Christiaan Huygens (p. 18),
sometimes calling him Huyghens; and he believes that the strong law of
large numbers was formulated by Poisson (p. 89), that Gauss derived the
normal law as the limit of the binomial distribution (p. 75), and that De
Moivre’s discovery of this distribution occurred in 1738 (p. 286). He



describes Simpson’s distribution incorrectly (p. 64) and imagines that the
law of large numbers is not connected with variances (p. 214). He never
mentions Continental work on statistics or the opposition to Karl Pearson’s
empiricism. Further, his description of Quetelet’s average man (I’homme
moyen) and of the work of Lexis is highly superficial. The mathematical
level of the book is therefore low: Desrosieres is simply ignorant of
statistics and its history.

For a number of events Desrosieres gives different dates on different
pages (discrepancies appear in references to the statistical congresses: pp.
80 and 154; the first yearly report on criminality in France: pp. 89, 152,
247; and the publication of the Bayes memoir: pp. 7 and 57, where the dates
are wrong in both cases). His presentation of the philosophical
underpinning of statistics is misguided. The views of Leibniz, of the authors
of the Logique de Port-Royal (1662), and of Bernoulli are not discussed;
instead, holism and nominalism are liberally offered. Mass random
phenomena and “necessity versus randomness” are forgotten. The topics of
public hygiene and epidemiology are appropriately included, but such
figures as Snow, who discovered how cholera epidemics spread;
Pettenkofer, who studied statistics on cholera; and Jenner, the discoverer of
vaccination, are not.

So what is really left? Two chapters on statistics and the state, each
devoted to two of the four countries studied, and three more chapters on the
issues mentioned above, in which the author discusses the changing
attitudes of society and government toward such phenomena as poverty,
unemployment, and immigration; appropriate local and centralized
statistical activities; the choice of statistical indicators; and the coming
together of economists, mathematicians and statisticians (which became
possible only after statisticians had accepted the essential role of probability
theory, a circumstance Desrosieres does not examine). The exposition is not
however efficient or well organized: discussions of poverty, for example,
appear in four chapters. [No attempt is made to trace the boundaries of
contemporary statistics so that the title of the book is not justified.]

The book contains around 230 references, practically all of them to
French and English sources, dating up to 1993 inclusively. Desrosieres
makes no mention of such German authors as Knapp and von Mayr or even
of the French scientists Fourier, Dufau and Guerry. The book is largely a
failure.

Isis, vol. 92, 2001, pp. 184 — 185

Dictionary of Scientific Biography. Editor, C. C. Gillispie. Vol. 1,
Abailard — Berg. New York, 1970
This volume is written by 231 authors, 11 of them from the Soviet Union,
among whom are eminent scholars, well-known historians of science
(Clagett, Costabel, Crombie, Dorfman, Freudenthal, Ore, Struick, Taton,
Vogel, Whiteside, Youshkevich). In addition to Gillispie the Editorial
Board consists of nine prominent scientists and there are 38 consultants
from more than 14 countries.

The volume includes about 400 biographies of scholars of all times and
nations (except those living) whose work belonged mainly to mathematics,
astronomy, physics, chemistry, biology and earth sciences. As stated in the
Preface with regard to ancient Babylonia and Egypt, a Supplement will
include essays on their several schools.



There are too few scientists of the 20" c. since it is sometimes difficult to
describe their work. The situation in this respect will apparently become
more serious with each new decade and excepting a narrow circle of
specialists the newest history of some branches of knowledge can slip out of
reach of readers.

The list of those included is not without lacunas. Among geographers
Amundsen is missing; specialists in engineering occur seldom. Thus, the
metallurgist N. T. Beliaev is included, but P. P. Anosov is not. True,
although not many Russian names begin with an A, we found N. L.
Andrusov, D. N. Anuchin, V. K. Arkadiev, and then A. N. Bach, A. A.
Balandin, N. N. Beketov, F. F. Bellingsgausen, V. M. Bekhterev, A. A.
Belopolsky, L. S. Berg and others.

The length of the biographies (including the appended bibliographies)
greatly differ from half of a (large) page to 4 — 8 pages (Abel, Bach,

D’ Alembert, Ampere) and to 14 — 18 pages (Apollonius, Archimedes)
whereas Aristotle is honoured by four articles with a total length of 32
pages.

The Dictionary thus describes the life and work of the most eminent
scholars, and, for that matter, in much more detail than, for example, the
Biografichesky Slovar (Biogr. Dict. of Workers on Nat. Sci. and
Technology), vols 1 — 2. Moscow, 1958 — 1959, where, however, the
number of those included is greater. As a whole, the Dictionary is done
conscientiously and skilfully although for such a large number of authors
the scientific level of the biographies could not have been the same. A
general remark concerns the adduced bibliographies: Russian sources are
not at all sufficiently included there.

Aristotle is described as the most influential ancient exponent of the
methodology and division of sciences who also contributed to physics,
physical astronomy, meteorology, psychology and biology. The articles
devoted to him are: Method, physics and cosmology (G. E. L. Owen);
Natural history and zoology (D. M. Balme); Anatomy and physiology (L.
G. Wilson); and Tradition and influence (L. Minio-Paluello). Taken
together, they provide biographical information, a short bibliography of his
writings and a critical discussion of his methodology of science. His ideas
concerning separate branches of natural sciences and the relations between
his mathematics and natural sciences are described; the correlation of the
concepts of Plato and Aristotle is discussed and Aristotle’s concrete
achievements are appraised. Apparently in line with the general orientation
of the Dictionary his philosophical views are only considered in a general
context of natural sciences and, for that matter, insufficiently. Minio-
Paluello considered the history of the translations of Aristotle’s works and
attempted to ascertain his influence on subsequent science but he did not
study deeply enough the influence of his philosophy. Owen compared
Aristotle with other classics of antiquity. He concluded that Aristotle’s
influence was occasioned not by concrete findings in natural sciences (as
was the case with Eudoxus and Archimedes) but by ability to argue.
Perhaps: by Aristotle’s ability to explicate convincingly all which was
known in his time.

Thomas Aquinas (W. A. Wallace) was not a scientist but a philosopher
and theologian whose synthesis of Christian revelation with Aristoteian
science has influenced all areas of knowledge including modern science.



Thomas turned the attention of theologians to a study of the pagan Aristotle,
generalized a number of branches of science (the medieval counterparts of
physics, astronomy, chemistry and the life sciences) and influenced Oresme
and Gilbert.

Once again, apparently because of the orientation of the Dictionary, we
do not find here any analysis of Thomas’ philosophy or ethics, or any
description of his part in the history of the Christian religion. That the
Dictionary is mostly restricted to mathematics and natural sciences is
proper, but, when dealing with such figures as Aristotle or Thomas (or
Newton, or Leibniz), it was necessary to describe their philosophical views.

The late eminent expert on Abel and an author of a book devoted to him
[4], Ore, wrote about his hero. He provided a vivid biography, but Abel’s
scientific work and his great contribution to mathematics of the 19" c. are
described cursorily. Whiteside, the most prominent student of Newton,
compiled an item about Barrow. The problem Barrow — Newton naturally
arrests the attention of the reader. The author critically appraises the
mathematical and optical writings of Barrow and questions his influence on
Newton. To some extent, contemporary Russian authors [2] share this
opinion, but unconditional statements[ 1] to the effect that Barrow was
Newton’s teacher are still being pronounced.

The piece on Becquerel (A. Romer) who is known first and foremost in
connection with the discovery of radioactivity seems uninteresting since
there are hardly any blank spaces either in Becquerel’s biography or work
and the author’s task (successfully fulfilled) was not that difficult. Still, he
should have named Becquerel’s predecessors [3, p. 32]. However, even
such articles, written in a uniform manner and compiled in a single source
are undoubtedly useful. Consider also that many authors provide lesser
known facts and formulate original conclusions (e. g., Whiteside, see
above), and it becomes clear that the Dictionary is an indispensable
reference book and that historians of science failing to consult it will run the
risk of producing inferior work.

The Dictionary is brought out scholarly. In particular, additional versions
of spelling of the names is furnished in necessary cases and the
bibliographies are distinctly separated into original sources and secondary
literature. Regrettably, portraits are completely lacking.

1. Anonymous, Barrow. Great Sov. Enc., 31 edition, vol. 3, 1970. This
edition of the Encyclopedia is available in an English translation (New
York — London, 1973 — 1983).

2. Istoria Matematiki ... (Hist. Math. from the Most Ancient Times to the
Beginning of the 19" Century), vol. 2. Editor, A. P. Youshkevich. See
Chapters 7 (Youshkevich aided by M. V. Chirikov) and 8 (Youshkevich).

3. Kapustinskaia, K. A., Becquerel. Moscow, 1965. In Russian.

4. Ore, O. Abel, Mathematician Extraordinary. Univ. Minnesota,
Minneapolis, 1957.

NKzR, A1972, No. 5, pp. 5 — 8. Coauthor: A. B. Paplauskas

Dictionary ..., vol. 2, Berger — Buys Ballot. New York, 1970.

This volume was written by roughly the same number of authors and under
the same Editorial Board as vol. 1. Included are eminent non-living
mathematicians and natural scientists of all times and all nations; specialists
in engineering again occur (the metallurgist Brinell is honoured, but
Bessemer is not). Among those omitted are the zoologist Berlese, the



physiologist A. N. Bernstein, the physician and physiologist Botkin, the
mathematicians Bugaev and Buniakovsky. S. N. Bernstein, who died in
1968, will be included in a supplementary volume; there also we shall
hopefully see a piece on Born (died in 1970).

Somewhat unusual is the inclusion of Bourbaki (R. P. Boas, Jr), but the
reader will hardly complain: the article is interesting and rich in content.
True, the author should have mentioned Bourbaki’s predecessor, Hilbert
(and possibly even Leibniz).

Boscovich (Z. Markovic), although he was a foreign member of the
Petersburg academy of Sciences, is not known here sufficiently. The author
calls him the last polymath and argues that his work methodologically
influenced physics and philosophy of the 19" ¢. Boscovich apparently
deserves more credit: physicists seem to feel his influence even now. As to
his versatility, the author should have additionally mentioned Lomonosov.
And he is wrongly claiming that Boscovich developed an exact (?) theory of
errors. It was Laplace and mostly Gauss who created this theory.

F. A. Yates maintains that Giordano Bruno intuitively arrived at most
important principles of philosophy, cosmology and biology. He stresses
Bruno’s influence on later generations of scientists and philosophers and
notes that it was felt when modern science had been appearing in the 17"c.
In an article on Tycho C. D. Hellman describes his astronomical
instruments and observational methods. It can also be argued that (at least
in Europe) Tycho introduced the method of regular observations into
experimental sciences.

J. E. Hofmann states that Jakob Bernoulli solved some important
problems and essentially contributed to algebra, mathematical analysis,
theory of probability and mechanics. H. Straub compiled an interesting
article on Daniel Bernoulli whose works concerned applied mathematics,
technology, mechanics and physics and greatly influenced the origin of
hydrodynamics and the kinetic theory of gases. He studied vibrations of
elastic strings and introduced moral expectation into economics. The author
also maintains that Daniel, during his lectures, communicated the Coulomb
law to his listeners. It can be added that Daniel perceived a very universal
law of nature in the expansion of the vibrations of a string into a set of
independent harmonic oscillations and that his merit in attempting to
introduce mathematics into economics and in defining the so-called risk
functions is unquestionable.

In compiling his piece on Bohr, L. Rosenfeld made use of his personal
recollections and archival sources. He called Bohr a greatest physicist and a
progressive scientist of our time. S. G. Brush describes in detail
Boltzmann’s work on the kinetic theory of gases and the statistical
justification of thermodynamics. He stresses that Boltzmann defended the
molecular theory. Unfortunately, he barely mentions the other directions of
Boltzmann’s work (in physics and mathematics).

Like vol. 1, this volume contains important and rich information about
outstanding scientists and will be very valuable for historians of science.

NKzR, A1972, No. 10, pp. 6 =7

Dictionary ..., vol. 3, Cabanis — Dechen. New York, 1971
The volume contains about 360 articles. It is compiled by an international
group of authors including scientists from the Soviet Union and Eastern



Europe. Among them are Costabel, Dieudonné, Freudenthal, Grigorian,
Hofmann, Price, Scriba, Struick, Taton, Whiteside and Youshkevich. ...

As in the previous volumes, the Dictionary includes prominent non-
living mathematicians and natural scientists of all times and all nations; for
example, the ancient Greek scholar Conon of Samos, the Indian astronomer
Dasabala, the medieval Arab natural scientist Al-Damiri, representatives of
the Chinese algebraic school of the 13 ¢., Ch’in Chiu-shao and Chu Shih-
Chieh, and European scientists beginning with the Renaissance. Among the
last-mentioned are Russian scholars: the mathematicians and mechanicians
Davidov, Chaplygin, Chebotarev, Chebyshev; the geologist Chernyshev;
the chemists Chernyaev, Chichibabin and Chugaev.

The Dictionary also covers other scientific disciplines. Included are the
metallurgists Carpenter and Chernov; engineers Castigliano (known also for
his theorem in the theory of elasticity) and Congreve, an author of many
patents (one of these for perpetual motion!) and the inventor of military
rockets; the educationist and teacher Comenius. It was hardly proper to
include Chaucer, who was a little known astronomer, whereas a much more
famous astronomer Chauvenet is left out. For some reason geographers
remain unlucky: Amundsen and Barents were not included in vol. 1, this
time we do not find Columbus.

We shall dwell now on some biographies. Copernicus (E. Rosen), whom
his contemporaries knew as a statesman and physician and the creator of the
revolutionary heliocentric system of the world, is shown in the making, as
though in a debate with Ptolemy. Many passages from his writings are
adduced, but nothing is said about his scholasticism or his work in spherical
trigonometry. Even the ban imposed by the Catholic Church on his main
writing is passed over in silence. As a result, the biography is incomplete.

In describing Cardano, M. Gliozzi pays much attention to his merits in
algebra (solution of equations of the third degree, introduction of
imaginaries). He even thinks that Cardano originated the theory of algebraic
equations. Cardano knew the so-called classical definition of probability
and a rudimentary form of the law of large numbers. He was also a
philosopher, mechanician, and geologist and his contemporaries recognized
him as a physician so that he could well be called a person of encyclopaedic
knowledge. Cardano’s life was extremely unusual; for some time he was
persecuted as a heretic, but then the Pope granted him an annuity. It seems
that we do not know his (and not only his) biography well enough.

Freudenthal wrote a really good article on Cauchy. He described
Cauchy’s fundamental achievements in various branches of mathematics,
mechanics and celestial mechanics but considers that his greatest
contribution was the creation of the theory of elasticity. [He also asserted
that Cauchy had rigorously proved the central limit theorem, a statement
hardly accepted by other authors.] The author made critical remarks about
the publication of Cauchy’s Oeuvres Completes which, after many years, is
still dragging on.

Chebyshev (A. P. Youshkevich) is shown as a versatile scholar having
great merits in a number of branches of mathematics and mechanics. No
lesser was his achievement in educating a group of eminent scientists and in
creating the Petersburg mathematical school. The author provided a
comprehensive characteristic of Chebyshev’s contribution to the national
and international science, but perhaps his achievements in mechanics



deserved a somewhat more detailed discussion. [He also said nothing about
Chebyshev’s non-acceptance of new directions in mathematics then
appearing in Western Europe.]

Cantor (H. Meschkowski) was born in Petersburg. He created the set
theory and attained other outstanding achievements in mathematics among
which was the origination of one of the first theories of real numbers. He
was also meritorious for his work on uniting mathematicians on an
international scale and its direct result was the first International Congress
of Mathematicians (1897). Describing in detail the essence of the paradoxes
of the set theory and pointing out that Cantor’s ideas had a philosophical
aspect, the author says nothing about the recent achievements in studying
formal axiomatic systems of the theory which possess greatest
mathematical and philosophical importance.

A student of Zhukovsky, Chaplygin (A. T. Grigorian) left a deep trace in
classical mechanics. He originated gas dynamics and high-velocity
aeromechanics. Appraising his work, the author indicates that it was partly
ahead of his time. Chaplygin also devised a method of approximately
integrating differential equations. This fact is noted, but not commented
upon, and the reader will be hard put to it to appraise the importance of
Chaplygin’s mathematical findings.

A cofounder of thermodynamics, Sadi Carnot (J. F. Challey), the son of
the well-known mathematician and mechanician Lazare Carnot, is
remembered owing to his sole writing of great theoretical and practical
importance where he considered the problem of transforming heat into
motion. The author analyzes this work and sketches the development of
Carnot’s ideas to William Thomson and Clausius inclusively. Perhaps it
would have been opportune to discuss briefly the prehistory of the Carnot
problem. Indeed, even ancient scholars knew that heat was a source of
energy.

Darwin (G. de Beer), who was unable to complete his studies as a
student-physician and took a poor degree as a theologian, joined the survey
ship Beagle as an unpaid naturalist. During the five years on board the ship
he distinguished himself as an eminent geologist, zoologist and botanist and
arrived at the main ideas concerning his evolution theory of the origin of
species. After collecting a great body of facts about the variability of
species Darwin understood that an evolution theory can explain this
variability and that the motive force of the evolution of each species was the
need to secure food under conditions of a changing environment.

Darwin was naturally unable to explain all the difficulties of evolution;
he apparently posed more questions than he solved. Still, what he managed
to do was so important that he [along with Boltzmann] might be considered
the most eminent natural scientist of the 19" c. The author does not offer
such an appraisal (concluding remarks are absent in most biographies), nor
does he mention that Darwin originated the statistical understanding of the
laws of natural sciences, and, in particular, served as an impetus for the
birth of mathematical statistics.

The collected biographies are a most valuable material for historians of
science, natural scientists and educationists. They also provide sources for
studying the problems of heredity of genius (the dynasties of Bernoullis,
Carnots, Curies, Darwins et al), of selecting a profession (Darwin), for



estimating the influence of the social environment and social and political
conditions on science (Copernicus) etc.

NKzR, A1973, No. 1, pp. 7 — 10. Coauthor: A. I. Volodarsky

Dictionary ..., vols 1 — 5. New York, 1970 — 1972
Over many years and decades, quite a few similar reference books, for
example Sarton (1927 — 1947), covering scholars up to the mid-14" c., the
national dictionary (Zvorykin 1958 — 1959), and, of course, since 1893, the
regularly supplemented Poggendorff, have been appearing . However, with
regard to the wealth of information none of them is comparable to the
Dictionary. At present, five of its volumes out of the intended 13 have
appeared ... [I omit those parts of this review which largely repeat what
was said about the three first volumes.]

Each volume consists of 370 — 400 items, biographies of outstanding
scholars ... mostly mathematicians and natural scientists, to a considerably
lesser part technicians. ... It seems that technicians were non-methodically
selected. Thus, the metallurgists Beliaev, Brinell, Carpenter and Chernov
are included, but not Anosov or Bessemer. Then, we find the engineers
Edison, Castigliano and Congreve, but Diesel, Farman, Fulton, Gutenberg
as also Friese-Greene, the English inventor of the cinematograph, are
absent. The geographers [and travellers] Amundsen, Barentz, Byrd,
Dezhnev, Dumont d’Urville, Columbus, Fra Mauro, Frobisher are ignored.
And, apparently beginning with vol. 2, the Dictionary became somewhat
stingy. Many scientists were omitted, among them the mathematicians and
mechanicians Bugaev, Buniakovsky, Galerkin; the physiologist Botkin; the
zoologist Berlese; the palacontologist D’ Orbigny; the chemist Flavitsky; the
hygienist Erismann; the surgeon Esmarch; the geologist Gubkin; the
botanist Engler; and Fedorov, the founder of structural crystallography. ...

In spite of the mentioned shortcomings and omissions, the Dictionary has
already become an irreplaceable source of information. Little known facts
are cited in many articles and the work of many scholars is appraised anew.
For example, Daniel Bernoulli’s work in biomechanics, never mentioned by
Russian historians of science, is described. His biography is now
supplemented by the first easily available and apparently comprehensive
bibliography of his works which include his contributions on biomechanics;
one of these is lacking in the well-known bibliography compiled by V. V.
Bobynin. ...

The Dictionary will be interesting not only for historians of science, but
for professorial staff, postgraduates and students. We hope that its
publication, complete with the promised general index of names, will be
sufficiently soon accomplished.

Sarton, G. Introduction to the History of Science, vols 1 — 3. Baltimore,
1927 — 1947.

Zvorykin, A. A., Editor, Biografichesky Slovar Deiatelei Estestvoznania i
Tekhniki (Biographical Dictionary of Workers in Natural Sciences and
Technology), vols 1 — 2. Moscow, 1958 — 1959.

Voprosy Istorii estestvozn. i Tekhniki, No. 3, 1973, pp. 74 —75.

Coauthors: A. I. Volodarsky, A. B. Paplauskas

Doob, Joseph L.: Probability vs measure. In: Ewing, John H., ed., et
al, Paul Halmos. Celebrating 50 Years of Mathematics. New York, 189
-193 (1991)



The author remarks that some probabilists believe that the absorption of
probability by measure theory was useless. He himself thinks that the
psychological integration of the former by the latter is incomplete and that a
certain aspect of probability does not need subtle measure-theoretic
concepts. He also maintains that the previous stress on independence in
probability is replaced now by an emphasis on conditional expectation and
that the study of the historical non-mathematical context of probability led
to success both in measure theory and probability proper.

Zentralblatt MATH 791.60001

Doob, Joseph L.: The development of rigor in mathematical
probability (1900 — 1950). Am. Math. Monthly 103, 586 — 595 (1996)
This paper, an informal outline, containing many passages from classical
sources without any exact references, is reprinted from [the author’s paper
in Development of Mathematics 1900 — 1950, ed., J.-P. Pier, Basel, 157 —
170 (1994)]. The author reviews the introduction of measure theory into
probability; notes the pertinent methodological and psychological
difficulties connected with the disappearance of romantic connotations of
probability; discusses the impact of the new probability theory on analysis
and the present relations between these two disciplines.

Zentralblatt MATH 865.01011

Dutka, Jacques: The incomplete Beta function — a historical profile.
Arch. Hist. Ex. Sci. 24, 11 — 29 (1981)

This essay on the use of the incomplete Beta function and, also, on the
methods of its calculation, covers the period from Newton to these very
days. The works of a number of scholars (Bayes, 1763; Laplace, 1778 and
1785; Gauss, 1812; Markov, 1899; K. Pearson, 1934) are discussed. Along
with E. S. Pearson the author notes that K. Pearson was only acquainted
with achievements obtained within probability theory.

On p. 16 the author asserts that in Chapt. 3 of the Théorie analytique des
probabilités Laplace proved the earliest version of what later came to be
known as the central limit theorem and on p. 18, ftn 17, he states that
Montmort published [the second edition of] his book on games of chance in
1714.

Zentralblatt MATH 465.01002

Dutka, Jacques: On the problem of random flights. Arch. Hist. Ex.
Sci. 32, 351 - 375 (1985)

This is an essay on random walks with a continuous change of direction
(random flights, as Rayleigh called them in 1919). The author also treats the
prehistory of his subject including random walks in general, although not
the gambler’s ruin. Accordingly, he discusses the work of Crofton (1865),
Rayleigh (1880), Ross (1905), Kluyver (1905), Smoluchowski (1906),
Watson (1922) et al up to the mid-20™ century.

The author pays special attention to the application of characteristic
functions, and, from the early 19 century, of discontinuity factors as well
as to the stochastic study of the summation of sinusoidal oscillations having
fixed amplitudes and frequencies but with random phases which goes back
to Rayleigh (1880). He also finds a clear formulation of two-dimensional
random walks in 1905 (Ross).

Buniakovsky (1846) considered a simple case of a generalized random
walk of a castle in a game of chess [two-dimensional walk!].
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Dutka, Jacques: On Gauss’ priority in the discovery of the method
of least squares. Arch. Hist. Ex. Sci. 49, 355 — 370 (1996)

Issuing from the same meridian arc measurements as Gauss did in 1799, the
author computes the flattening of the earth’s spheroid by the method of least
squares (MLSq) and, comparing his result with that of Gauss, concludes
that Gauss had indeed used the same method. He thus opposes (rather than
“supplements”) Stigler’s opinion of 1981. The author makes a similar
inference concerning Gauss’ (1799) reduction of Ulugh Beg’s table of the
equation of time and notes that von Zach (1809) agreed that Gauss had used
the MLSq “since 1795 and [had] shared [it] at that time with some of his ...
friends”. Von Zach, however, did not state that Gauss had acquainted him
with the method. The article is especially important since Stigler’s (1986)
treatment of the work of Gauss (and Euler) is misguided. I refuted him and,
in particular, noted that Bessel was one of Gauss’ confidants (Arch. Hist.
Ex. Sci. 46, 1993, pp. 39 — 54). The author has strengthened my arguments.
However, he is not sure that Gauss had a number of confidants (and he does
not mention Bessel); he does not prove his attribution of the repeating
theodolite to Borda rather than to Mayer, and two mistakes corrupt his
bibliography. [Since then, I discovered several more confidants, e. g.,
Wolfgang Bolyai and of course Olbers about whom Stigler should have
known.]

Zentralblatt MATH, 854.01015

F. Y. Edgeworth, Writings in Probability, Statistics and Economics.
McCann, Charles Robert Jun., Editor.Vol. 1: The Theory of
Probability and the Law of Error. Vol. 2: The Theory of Statistics. Vol.
3: Applications of Probability and Statistical Theory. Cheltenham, 1996
These volumes of Francis Ysidro Edgeworth (1845 — 1926) contain reprints
of 76 papers and 13 reviews, and an Introduction by the Editor. Among the
figures reproduced 7 reflect nothing but black rectangles. An alien footnote
is printed on p. 283 of vol. 1, but a proper one (vol. 3, p. 291) is missing.
There is no portrait or bibliography of the author’s contributions (or of
works devoted to him) and the existing unpublished bibliography (M. G.
Kendall, 1968) is not mentioned. The papers included are largely those
listed by M. G. Kendall & Alison G. Doig (1968) but their relation to the set
published by P. Mirowski in 1994 remains unknown. (The latter source, but
not its exact title is mentioned by the Editor.)

The heads chosen are doubtful; it is difficult to distinguish between “Law
of Error” and the theory of errors in vol. 2; demography hardly belongs to
social science; psychology is a discipline of natural sciences; and the paper
on correlated averages should not have appeared under “Applications”.

Edgeworth was a witty and original scholar (an economist and a
statistician). He was well acquainted with the work of the Continental
statisticians, but he objected to replacing the “Laplacean mathematics” by
the findings of the Russian school (vol. 1, p. 156). He studied asymmetrical
density curves, strove to make use of the mechanism of least squares in the
Pearsonian statistics and applied the statistical method in most various
fields. He (vol. 1, p. 62) did not recognize Gauss’ second formulation of
least squares; did not believe that the Poisson law of large numbers
generalized the Bernoulli theorem (vol. 1, p. 403); and, unlike Kepler, did
not realize that the eccentricities of the planetary orbits were occasioned by
random causes (vol. 3, p. 371). More important, he failed to exert adequate



influence because of his aloofness, involved style and insufficient trust in
quantification. Chuprov (1909) [and Kendall (1968)] believed, however,
that he had paved the way, in England, for an understanding of statistics as
a general tool.

Zentralblatt MATH, 860.01035

Edwards, A. W. F.: Pascal and the problem of points. Intern. Stat.
Rev. 50, 259 — 266 (1982)

The author discusses the solution of the problem of points in the
correspondence of Fermat and Pascal (1654). He emphasizes the difference
between the methods used by the two savants and maintains that exactly
Pascal introduced the concept of expectation of winning a game of chance
and devised the method of expectations. The author also stresses the
significance of Pascal’s Traité du triangle arithmétique (1665) for the
subsequent development of the theory of probability.

The fact that both Fermat and Pascal used expectation as a criterion for
solving the problem of points seems more important. As to the methods of
solution, there is a case for attaching lesser significance to the difference
between them, see p. 239 of my contribution in Arch. Hist. Ex. Sci. 17,
1977, 201 - 259.

Zentralblatt MATH 501.01005

Edwards, A. W. F.: R. A. Fisher on Karl Pearson. Notes Rec. Roy.
Soc. Lond. 48, 97 — 106 (1994)

In 1945 Fisher contributed a paper on Pearson for the Dict. Nat. Biogr. Next
year he commented on its edited draft stating that Pearson’s technical
contributions to the statistical method now cuts rather little ice, that the chi-
squared test was the most important of these and that the work of
Edgeworth and Student suffered because of Pearson’s personal traits. In a
later letter of the same year Fisher wrote that Pearson should not be
represented as a towering genius. Finally, because of disagreements with
the Editor, Fisher quit his work (the entry on Pearson was written by
Greenwood) but he used much of it in his article in Contributions to
Mathematical Statistics (New York 1950). The author, who drew on
archival sources kept at Adelaide, adduced the first draft of Fisher’s paper
where Fisher stressed Galton’s influence on Pearson and maintained that the
last-mentioned did not recognize the importance of the Mendel theory and
that his bitter criticisms has retarded real progress in statistics.

Zentralblatt MATH 792.01034

Edwards, A. W. F.: Pascal’s Arithmetic Triangle.The Story of a
Mathematical Idea. Revised reprint of the 1987 original. Baltimore,
2002
The first edition of this book carried [both editions carry] reprints of two of
the author’s papers (Pascal and the problem of points, 1982; Pascal’s
problem: the gambler’s ruin, 1983). I enlarge on the review of the first
edition.

Pascal’s Traité du triangle arithmétique was published posthumously,
but already in 1654 Fermat possessed its beginning. It consists of four tracts
the last of which was partly written in Latin. Except for the solution of the
problem of points, the material of the Traité had been known previously,
but Pascal was the first to prove rigorously some important propositions.

The author describes the early history of the arithmetic triangle and the
subsequent discoveries in mathematical analysis, probability and



combinatorics (Wallis, Newton, Leibniz, Jakob Bernoulli) partly made by
means of the arithmetic triangle although mostly without knowledge of the
Traité. Accordingly, a better title for Edward’s contribution would have
been “History of the Arithmetic Triangle”.

The second edition of his book contains an Epilogue (new literature) and
a further discussion of the relevant chapters of Jakob Bernoulli’s Ars
Conjectandi. That Niklaus Bernoulli prepared the Ars for publication (p.
121) is wrong and two pertinent sources are not mentioned (A. P.
Youshkevich, History of Mathematics in the Middle Ages, 1961, in Russian,
and R. Rashed, Kombinatorik und Metaphysik, in Festschrift zum
siebzigsten Geburtstag von M. Schraum. Berlin, 2000, 37 — 54).

Zentralblatt MATH, 1032.01013

Ekeland, Ivar: The Broken Dice and Other Mathematical Tales of
Chance. Translated by Carol Volk. Chicago, 1993
The original French title (1991) of this book is Au hasard. Several of its
parts are non-mathematical. There, the author dwells on historical events
(many of them pertaining to Scandinavia) whose outcomes were decided by
chance, on divination by lot, and on psychology of taking risks. He (p. 145)
remarks that “the industrial civilization moves forward without measuring
the risks incurred ...”

The remainder is mainly given over to the imitation of chance (with a
discussion of a MS written in 1240 — 1250 by Brother Edwin, a Norwegian
monk), strange attractors and exponential instability. During the latest few
decades the understanding of the role of chance in nature has essentially
changed and the author should have put more emphasis on this point.
Regrettably, he did not mention either Mises or the fundamental problem of
defining a finite random sequence.

Two statements, viz., that Kolmogorov was the “founder” of the theory
of “probabilities” (p. 47) and that the normal law appears “whenever we
collect measurements” (p. 158) are not accompanied by qualification
remarks.

Zentralblatt MATH, 785.60002

Fancher, Raymond E.: Galton on examinations. An unpublished step
in the invention of correlation. Isis 80, No. 303, 446 — 455 (1989)

Upon discussing the early work of Galton on correlation (1874 — 1888), the
author describes his unpublished study from the Galton papers at Univ.
College London dating from 1883. Galton attempted to discover the
connection between examination marks and success in life, and, in
particular, he made steps toward rank correlation. He failed, but his analysis
contained methodological innovations which contributed to his later
breakthrough in correlation theory. The author notes Galton’s high opinion
on the benefit of academic examinations and indicates that in 1901 he
wanted to, but obviously did not, resume his concrete study.

Rank correlation dates back to L. Seidel (1865 — 1866) if not to Laplace.
Again, Seidel quantitatively, although in a round-about way, estimated the
significance of correlative relation between two and three variables [the
reviewer, Arch. Hist. Ex. Sci. 26, 277 — 279 (1982)].

Zentralblatt MATH 691.01010

Feldman, Jacqueline; d Lagneau, Gérar; Matalon, Benjamin,
Editors. Moyenne, milieu, centre. Histoires et usages. Paris, 1991.



The volume consists of 18 articles written by the Editors themselves and by
13 other authors, mainly after discussions from 1989 onward. It is separated
into three parts (means in statistics, 6 papers; means in physical sciences
and sciences on man, 9 papers; and geographical centres, 3 papers, possibly
useful for tourism). Two of the papers appeared earlier and are reprinted,
with or without change. There are no indices. The papers deal with the
history of their subjects (statistics; sociology; theory of errors; psychology;
and to some extent philosophy, biology, economics, anthropology, and
public hygiene). The chronological boundaries of the papers differ
essentially, the extreme points being ca. 1660 and the middle of this
century. Accordingly, the main heroes are Quetelet, Comte, A. and L.-A.
Bertillons, Broca and Galton.

A few words about some articles. M. Barbut dwells on the history of the
central limit theorem and discusses stable distributions. He pays special
attention to Pareto — Lévy laws. In another paper, he discusses various
means from a deterministic point of view and concludes that, for numerical
variables, only the ordinary means make sense. M. Armatte describes the
history of the theory of errors in connection with meridian arc
measurements. B. Monjardet dwells on Fréchet’s modification of Quetelet’s
homme moyen and describes the history of the problem of determining the
point, the sum of whose distances from three given points is minimal
(Fermat). He comments on the use of several metrics and examines many
interesting applications.

There are serious shortcomings. Astronomy and meteorology are not
discussed and nothing is said about the ancient teaching on means. Snow, in
1855, just by comparing two means, showed how to combat cholera, but he
is not even mentioned. On p. 70 Simpson is wrongly called De Moivre’s
student and on p. 85 Siissmilch rather than Graunt and Petty is considered
the creator of political arithmetic. On the alleged incompetence of Euler in
statistics (p. 69) see my opinion in Centaurus 31, 1988, pp. 173 — 174 [and
Arch. Hist. Ex. Sci. 46, 1993, pp. 49 — 50].

Zentralblatt MATH, 747.01002

Field, J. V.: Tycho Brahe, Johannes Kepler and the concept of error.

In: Festschrift for Volker Bialas. 47. Miinchener
Universitatsschriften, 143 — 155 (2005)

The author notes that Tycho made long series of observations partly under
the astrological influence of Paracelsus, and allegedly regardless of earlier
practice and states that Kepler estimated their error as 4’ or less (which
compelled him to reject the Ptolemaic system of the world). She concludes
that the notion of observational error was introduced into astronomy
“somewhere between” Tycho, his instrument-makers and Kepler.

Her reasoning on the earlier history is wrong and her conclusion is
therefore false. Ptolemy, Al-Biruni and Levi ben Gerson discussed errors of
observation and knew how to minimize the influence of some of them. And
even Ptolemy testified that he and Hipparchus before him had made regular
observations, so that in this sense Tycho’s practice was not new. New was
their much higher precision which necessitated their adjustment. See my
paper in Arch. Hist. Ex. Sci., 46, 1993, 153 — 192.

Zentralblatt MATH, 1086.01022

Field, J. B. F.; Speed, F. E.; Speed, T. P.; Williams, J. M.: Biometrics
in the CSIR: 1930 - 1940. Austr. J. Stat. B30, 54 — 76 (1988)



This is an essay on the scientific work and teaching activities of three
women statisticians, Frances Elizabeth Allan (1905 — 1952); Mildred
Macfarlan Barnard (b. 1908), and Helen Alma Newton Turner (b. 1908),
mostly during 1930 — 1940, when all of them were connected with the
Australian Council for Scientific and Industrial Research. The essay
describes the education and the biometrical work of these statisticians. All
three of them studied and/or worked for some time under leading British
scientists. The authors partly draw on unpublished sources. According to
one of these, Fisher, in 1934, stated that Barnard won’t learn anything with
E. S. Pearson, whereas Pearson told her the same with regard to Fisher.
However, she attended lectures of both these scholars.

Zentralblatt MATH 704.01013

Fierz, Markus; Fierz, Martin: Zur Genauigkeit von Newton’s
Messung seiner Interferenzringe. Helv. Phys. Acta 67, 923 — 929 (1994)
The authors discuss Newton’s study of the interference of light. Providing
some calculations and comparing the result obtained with their own figure
based on a modern estimate of the spectral receptivity of the eye, they
conclude that Newton measured the diameter of an intereference fringe with
a precision of 0.002 or 0.01mm. They admit, however, that their own figure
is somewhat in error; they do not consider properly the number of
significant figures in their calculations; and they assume that in 1670 the
inch was practically the same as it is now in Anbetracht der konservativen
Haltung der Engldnder. The authors defend their conclusion by stating that
Tycho’s observations were precise to 24” (which is doubtful) and that their
relative precision (1/40,000) was equal to that of Newton’s measurements.
However, the last two figures do not tally and the term relative precision is
hardly applicable to angle measurements.

Zentralblatt MATH 854.01011

De Finetti, Bruno: Cambridge probability theorists. Riv. Mat. Sci.
Econ. e Soc. 8,79 — 91 (1985)

This is an essay on Keynes, Treatise on Probability (1921) and Jeffreys,
Scientific Inference (1931) [both sources reprinted, the second one before
1985]. The author discusses the relations between probability theory and
logic; subjective probability (to which he himself, unlike his heroes,
adheres); induction; and the principles of the calculus of probability.

He believes that the books which he discusses must not be ignored, that
their sources are insufficiently known and that the Cambridge philosophy
continues in the tradition of Locke, Berkeley and Hume.

Matematika 10A14

Fischer, Hans: Dirichlet’s contributions to mathematical probability
theory. Hist. Math. 21, 39 — 63 (1994)

The author mainly describes Dirichlet’s unpublished courses on probability
theory (1838 — 1846) which the latter began delivering in 1829. Dirichlet
did not study either the “moral” applications of probability or its
philosophical aspects and, while discussing the method of least squares,
neglected its substantiations made by Gauss. He based his course on the
integral calculus and, in proving the central limit theorem, presented it more
rigorously than Chebyshev did in 1879/1880. However, the author does not
remark that 1) Chebyshev himself noted that his derivation was not rigorous
or that 2) Later (1887) he offered a much better substantiation.

Zentralblatt MATH, 795.01007



Fischer, Hans: J. F. Fries und die Grenzen der

Wabhrscheinlichkeitsrechnung. Festschrift for Ivo Schneider.

Stuttgart, 2004, pp. 277 — 299

The author stresses the distinction between objective and subjective
probabilities in the 18th and 19th centuries and notes that Poisson and
Cournot attempted to distinguish between them. He then criticizes Poisson’s
stochastic study of the administration of justice and states that such
applications of probability became objectionable because of ethical issues
(actually, because Laplace and Poisson only studied ideal models, and
because the public thought that statistical considerations applied to a given
individual).

The author’s main hero is Fries (1773 — 1843) with his contribution of
1842. He notes that Kries, who owed much to Kant, stressed the importance
of subjective and philosophical (qualitative) probabilities and denied the
universal applicability of stochastics, in particular because it was useless for
making a single decision. With respect to the last-mentioned statement, I
note that many scientists beginning with Newton kept to an opposite
viewpoint. Then, Fries attempted to explain philosophically the stability of
statistical means, criticized the application of probability to jurisprudence
and called the principle of least squares arbitrary.

Finally the author explains the decline of probability theory after
Laplace, but fails to mention its real causes (random variables were not
studied as such; statisticians were denying the law of large numbers and
were only dealing with the Bernoulli pattern; the creation of a truly
mathematical theory remained impossible).

Zentralblatt MATH, 1072.01007

Forcina, Antonio; Giorgi, Giovanni Maria: Early Gini’s
contributions to inequality measurement and statistical inference. J.
Elecron. Hist. Probab. Stat. 1, No. 1, Art. 3, 2005, 15 pp.

The authors mainly discuss Corrado Gini’s (1884 — 1965) contributions to
the measurement of economic inequality, the theory of statistical series and
the notion of exchangeability. In the first field, Gini proved that Pareto’s
conclusion that the distribution of wealth persisted over space and time was
wrong and proposed his own measures of inequality one of which (the
concentration index) is still of interest.

The second subject is dealt with superficially; even Gini’s debates with
Bortkiewicz (in which the latter was apparently in the right) are not
mentioned. The appearance of the idea of exchangeability in Gini’s paper of
1911 was already reported by the first author in a discussion of a relevant
article (J. Roy. Stat. Soc. A156, 1993). The notion itself is still to be
properly attributed to Chuprov and his student J. Mordukh (Seneta, Hist.
Math. 14, 1987).

Zentralblatt MATH, 1076.01026

Franklin, James: The Science of Conjecture. Evidence and
Probability before Pascal. Baltimore, 2001
The author studies the history of the methods of dealing with uncertainty (p.
ix) from antiquity to Huygens and Leibniz (rather than to Pascal) and pays
special attention to the relevant qualitative stochastic reasoning. His book
contains useful, sometimes hardly known information concerning law,
philosophy, medicine, religion, and he argues that the Middle Ages were
fruitful and important for the further development of science (and of



probability theory in particular). The author also discusses astronomy
(Copernicus, Galileo, Kepler), aleatory contracts, dice games and lotteries,
again with the least possible use of numbers, and he describes an early
solution of the problem of points (ca. 1400).

Many shortcomings are conspicuous. Ptolemy’s reasonable treatment of
direct observations is lamely dealt with; the idea underpinning the law of
large numbers (Cardano, Kepler) is neglected and the fundamental problem
of separating law from chance mentioned only in passing. Then, passed
over are the links between the medieval doctrine of probabilism and non-
additive probabilities (Jakob Bernoulli); between the qualitative approach to
decision making and the very nature of ancient science, or the recently
introduced assessment of expert estimations. The non-numerical “methods”
of dealing with uncertainty are left non-systematized; moreover, they hardly
exist, they should have been called principles, and connected strongly, not
in the author’s feeblest way, with Newton’s rules of reasoning in
philosophy.

Many sources and a host of commentators are quoted but the references
are not alphabetically arranged, nor are the pertinent authors included in the
index and in many cases the dates of the original publications are not
provided. Documentation is often offered only in general, and some specific
statements might be mistakenly attributed to Franklin himself.

Zentralblatt MATH, 996.01001

Freudenthal, Hans: Huygens’ foundations of probability. Hist. Math.
7,113 - 117 (1980)

The author discusses the terminology in the translations of Huygens’
treatise of 1657 originally written in Dutch. He offers his own English
translations of the piece in which Huygens introduced chance and its value
(i. e., effectively, expectation) and he calls Huygens’ considerations quite
sophisticated. He also formulates one of Huygens’ definitions in a modern
way: The expectation of a pay-off table is the money I need to propose a
game with the given pay-off table as a fair one.

Matematika 1A77

Garibaldi, U.; Penco, M. A.: Intensional vs extensional probabilities
from their origins to Laplace. Hist. Math. 18, 16 — 35 (1991)

This is a study of an anonymous paper Calculation of the credibility of
human testimony (1699) and its comparison with the relevant considerations
of J. Bernoulli (with his pure and mixed arguments) and Laplace. The
authors conclude that the 17" century notion of degree of certitude
measures the correctness of the internal state of the witness. They do not
explain the meaning of the adjective used in the title of their article and,
while commenting on the contribution of J. Craig (1699), they fail to
mention Stigler’s recent interpretation of his mathematics.

Zentralblatt MATH 716.01013

Ghosh, J. K.: Mahalanobis and the art and science of statistics. The
early days. Indian J. Hist. Sci. 29, 89 — 98 (1994)

Prasanta Chandra Mahalanobis (1893 — 1972), was a Fellow of the Royal
Society, and a pioneer of the statistical science in his native country, India.
His areas of work included multivariate analysis, sample surveys and
philosophical problems of probability and statistics, as well as application
of statistics to anthropometry, meteorology and flood control. His strong
points were intuition and ability to use simple statistical tools.



Zentralblatt MATH 795.01023

Ghosh, J. K.; Maiti, P.; Rao, T. J.; Sinha, B. K.: Evolution of
statistics in India. Intern. Stat. Rev. 67, 13 — 34 (1999)

The authors describe the development of statistics in India from the fourth
century BC, when (apparently, in some regions) detailed data were
collected on agriculture, economics, population; to the British period, when,
in 1816, a comprehensive report covering ca. 15 mln people in the spirit of
Staatswissenschaft was compiled, and when, in 1881, decennial censuses
also including information on religion, geography and sociology have
begun; and to the present days. The role of the Indian Statistical Institute
and of Mahalanobis is emphasized, the main area of theoretical and applied
statistical work as well as education in statistics and training of foreign
students during the latest decades are described. The main impression (not
unexpected) is that, as far as statistics is concerned, India is an advanced
nation. The list of references is impressive but not at all comprehensive,
even a paper of one of the authors on Mahalanobis is not mentioned there.

Zentralblatt MATH 927.01015

Gigerenzer, Gerd; Swijtink, Zeno; Porter, Theodore; Daston,
Lorraine; Beatty, John; Kriiger, Lorenz:The Empire of Chance.
Cambridge; 1990.

This book is envisioned for a broad audience (p. xvi). Its main subjects are
the history of classical probabilities up to the death of Poisson; of statistical
probabilities, 1820 — 1900 (statistics, correlation, determinism); of scientific
inference (analysis of variance, experimental design, significance testing,
the controversy between Fisher and Neyman & E. S. Pearson); of the
application of the statistical method to biology, physics, psychology, to the
study of baseball, extrasensory perception, public opinion and to mental
testing. The book ends by dwelling on determinism, probability and
statistical inference. References take up some 33 pages with name and
subject indices completing the account. The authors “used a lottery to order
[their] names on the title page” (p. xvi).

A historically written Empire of Chance would include general historical
accounts of 1) The mathematical theory of probability; 2) Statistics; 3)
Mathematical statistics; 4) Applications of the statistical method. The
exposition should hinge upon the history of the notion of randomness. In a
general sense, the authors did organize their exposition according to this
pattern, although perhaps they did not do it systematically enough.

The Theory of Probability. This theory studies the laws of chance, a fact
that the authors did not mention directly. The assertion (p. 6) concerning the
St. Petersburg paradox that mathematicians “anxiously amended definitions
and postulates to restore harmony” with the outside world is strange
because neither definitions, nor postulates need to be changed at all, and
because they were not really changed. What could be, and perhaps was,
changed, is the interpretation of a theory. And in this connection probability
has the same relation to nature (or to such human activities as gambling) as
mathematics in general.

There are many details where the authors are not as accurate as they
might be. It is suggested that “the mathematics of the earliest formulation of
probability theory was elementary” (p. 2) — but Bernoulli’s law of large
numbers is hardly “elementary”. The treatment of the normal distribution is
not always sound. For example, on p. xiv its history is stated as beginning



in astronomy; on p. 62 the reader is told that the “error curve ... of course
[!] had been worked out in the context of gambling problems and error
theory, but was first conceived as applicable to real variation by Quetelet”.
Finally, on p. 53 the formula of the standard normal distribution is said to
be “invented by De Moivre and applied by Laplace to statistical matters”.
Actually, however, De Moivre, in 1733, was the first both to derive the
normal distribution (in the general case!) and to apply it to studying the
ratio of male/female births. The distinction between mean and probable
durations of life is wrongly compared with the difference between usual and
moral expectations (p. 22) and the probable error is improperly introduced
on p. 82.

It is not indicated that the introduction of the notion of random variable,
even in a heuristic sense, was only due to Poisson, that its systematic use
did not begin before Chebyshev, and that, accordingly, early probabilists
did not study densities (or characteristic functions) in their own right so that
the theory of probability belonged to applied mathematics. This later
statement indirectly follows from what is said in the book, but the authors
were unable to explain this fact satisfactorily.

The central limit theorem is mentioned only once, and then only
indirectly (p. 168). Laplace demonstrated it non-rigorously and used it in
his theory of probability. He poetically described the action of this theorem
in his Essai philosophique sur les probabilités.

By restricting themselves chronologically, the authors do not mention
that Markov chains (to name only one mathematical object introduced after
Chebyshev) greatly widened the possibility of statistical studies of nature.

Statistics and Mathematical Statistics. Again owing to chronological
restrictions the history of political arithmetic is not studied. And some more
space might have been found for Staatswissenschaft. Although it was not
connected with chance, its history helps to picture the development of
statistics proper. As far as it was concerned with figures, it had to do with
counting objects rather than with estimating their number. In this respect it
was akin to the ‘numerical method’ in medicine developed by French
physicians (notably by Louis) by ca. 1825. The authors briefly discuss this
method without indicating its connection with counting; moreover, the
method is indirectly attributed to statistics proper, and not to be found in the
subject index (pp. 46 —47 and 129 — 130).

Quite appropriately, the authors’ main statistical hero of the 19" century
is Quetelet, but the description of his work is quite limited. First, they do
not indicate that his failure to apply the Poisson law of large numbers
greatly weakened his attempt to introduce the homme moyen. Second, the
authors did not point out that Rehnisch' noticed serious mistakes in
Quetelet’s figures pertaining to crime. Third, they repeat the not altogether
true, although generally accepted conclusion that Quetelet believed in the
regularity of crime (pp. 43 — 44)*. In actual fact, Quetelet thought that
society as a whole was responsible for criminality, that crime figures were
determined in advance by social conditions. He did not say, but it followed,
that these figures should, after all, change with time.

So much for population statistics. The account is continued by a non-
mathematical description of the work of Galton on correlation and by
studying the statistical critique of determinism. Both topics are connected
with physics and biology and any apparently strict boundaries between the



contents of several chapters are therefore eased, the more so since
determinism and statistical inference are once more treated in the last of
them.

In another chapter devoted to scientific inference the authors continue
their account, this time centring it on the application of statistics in
agriculture and astronomy (with remarks on the method of least squares
being included) and bringing it up well into this century. The exposition is
interesting, but the authors did not indicate that the Biometric school was
established in order to link Darwinism and statistics® and they are rather
brief on the work of the Continental direction of statistics. Only the work of
Lexis, who originated this direction, is described. Poisson, who
systematically estimated the significance of discrepancies between
statistical figures, might be called the Godfather of the Continental
direction, but his approach is not mentioned.

Applications of the Statistical method. In biology, the authors naturally
study chance and its role in the evolution of species and the random drift of
gene frequencies. Darwin and Mendel are prominently discussed and some
space is given over to Lamarck and von Baer. In physics, the authors dwell
on the limitations of its classical branches which were to lead to the
introduction of randomness into that science, for example in radioactive
decay and quantum mechanics. They also give some space to the method of
least squares and mathematical treatment of observations, although the
exposition is hardly suitable for the general reader. Regrettably chaos
theory receives only a mention so what may be the most burning
contemporary issue concerning randomness in physics and mechanics is left
out. However, it would have indeed been difficult to compile a popular
account of this theory (or, for that matter, of the whole subject).

A special chapter is devoted to psychology. The authors expound the
situation from 1940 and almost to our days. At first, psychologists used
statistics as a simple tool; then the ideas of Fisher and Neyman & E. S.
Pearson became generally known (in a curious mixed form); finally the
mind itself is now compared with an intuitive statistician ! Psychology thus
became the third science under discussion after biology and physics, where
probability is extremely important. The account is interesting especially
since it covers present-day activities.

Other fields of statistical applications considered in the book (for
example baseball) again belong to the areas quite recently occupied by
statistics. There are also discussions of medical therapeutics, of
jurisprudence, and of the attempts to rationalize the phenomenon of
gambling.

Randomness. The authors naturally devote much attention to determinism
and randomness; in the last chapter they even distinguish five types of the
former, from metaphysical down to effective determinism, but they do not
use their classification in the previous account. I take issue with them on
several points.

Laplace was indeed a determinist (pp. 2, 11 and 277), but he also found
room for chance”. Thus, he qualitatively explained the existence of trifling
irregularities in the system of the world by the action of countless [small]
differences between temperatures and between densities of the diverse parts
of the planets, although it is true that he did not mention randomness®.
Again, following several of his predecessors, Laplace held reasonable



notions on the stability of statistical series, i. e., on the regularity of the total
result of many random acts or events’.

Finally, as an astronomer Laplace systematically estimated the
significance of observations (without which he would have been unable to
make many of his classical discoveries). I especially notice that Laplace’s
determinism did not influence Boltzmann who simply did not read (or at
least did not even once refer to) him.

The authors believe that “oppressive scientific determinism seemed to
follow” from several philosophers and scientists including Darwin (pp. 242
— 243). However, their remark is far from sufficient. Indeed, I myself have
indicated that Darwin’s theory of evolution might be qualitatively described
by a random processs. Poincaré repeatedly strove to explain the notion of
randomness’ and a description of his attempts is sadly really missing.

References. The authors often refer to books without indicating the
appropriate pages. There are also epigraphs which are impossible to check.
References to some classics (Jakob Bernoulli, Gauss) are only given to the
original editions of their works in Latin and Gauss’ “Theoria
combinationis” is not even mentioned. Collected works of Daniel Bernoulli
and Fisher (and in one case of Laplace) are not referred to. And the list of
references is not subdivided in any way so that its obvious value is partly
lost.

Some Further Points with Which I Take Issue. That Talleyrand, in 1789,
criticized the French national lottery as a tax upon unreasonable gamblers
(p- 20) I do not deny, but Condorcet preceded him (with Laplace following
suit in 1819) and Petty preceded them both'. The unnamed compiler of
Halley’s data on mortality (p. 20) was Caspar Neumann and Leibniz did not
prompt him to begin this work'. Arbuthnot’s and De Moivre’s reasoning
on the sex ratio at birth (p. 275) is described incorrectly. Darwin, in his
Origin of Species, allegedly did not mention that even fit individuals could
be killed (p. 66). However, on p. 86 of the 1859 edition he remarked that
the accidental destruction of individuals might be “ever so heavy”. The
testimony of a statistician (of Alphonse Bertillon) was used in the notorious
Dreyfus case and his arguments were indeed later discredited (p. 259). By
implication, however, the reader is led to infer that the discredit was
brought about upon statistical reasoning as such rather than upon Bertillon’s
specific argumentsu.

The book contains passages which are difficult to understand (pp. 21, 40,
167 and 229). On p. 40, for example, an unspecified Bernoulli is credited
for something not really specified. On p. 50 I find Manchestertum, a word
not included in ordinary dictionaries, and on p. 240 two names, obviously
only familiar to American baseball fans, are mentioned. Style editing is
badly needed on pp. 1, 80 and 171 and a few lines concerning one of
Fisher’s books (p. 92) are almost verbatim repeated on p. 118.

Jurisprudence is treated all too briefly. Among the new fields of
application of the statistical method philanthropy is missing and
meteorology and astronomy are not treated; accordingly, Lamarck does not
receive due credit and such scholars as Buys Ballot, William Herschel,
Humboldt, Kapteyn, or F. G. W. Struve are not even mentioned.

Overall, six pioneers have attempted the impossible: they really needed
much more space and, consequently, time. Even as it is described, the



empire of chance is enormously wide and the authors’ decision to be
collectively responsible for the entire book (p. 1) was unfortunate.

Notes

1. Sheynin, O. B. (1986), Quetelet as a statistician. Arch. Hist. Ex. Sci.
(AHES), vol. 4, pp. 281 — 325, see §4.1.

2. I personally am also guilty in this respect.

3. There is some wavering in stating who founded this school (pp. 142
and 144).

4. In another chapter, jurors are compared with intuitive statisticians.

S. Quite correctly, the authors (p. 11) assert that the determinists “had
carved out a place for chance in the natural and moral sciences”, but they
only mention De Moivre and they add that these determinists believed that
variability would prove illusory “when fully investigated”. However, it is
too much to suppose that De Moivre (say) thought that the registered
numbers of male and female births should be, in principle, exactly in the
divine ratio (18:17). Not variability as such, but unlikely combinations of
chance are [unlikely variability is] apt to disappear with a larger number of
observations.

6. Laplace, P. S. (1894), Exposition du systeme du monde. Oeuvr.
Compl., t. 6, reprint of the edition of 1835. See p. 504.

Regrettably the authors did not cite Poincaré: “Dans chaque domaine, les
lois précises ne décidaient pas de tout, elles tracaient seulement les limites
entre lesquelles il était permis au hasard de se mouvoir”. See his Calcul des
probabilités. Paris, 1912, p. 1. The entire Introduction to which p. 1 belongs
is a reprint of his article of 1907.

7. Cf. also my remark on Talleyrand below.

8. Sheynin, O. B. (1980), On the history of the statistical method in
biology. AHES, vol. 22, pp. 323 — 371, see §5.1.

9. Sheynin, O. B. (1991), On Poincaré’s work in probability. AHES, vol.
42, pp. 137 - 172, see §9. Cf. also Note 6.

10. Condorcet, M. J. A. N. Caritat de (1788), Des imp0ts volontaires et
des impdts sur le luxe. Oeuvr. Compl., t. 14. Brunswick — Paris, 1804, pp.
162 — 190, see p. 162.

Petty, W. (1662), A treatise on taxes and contributions. In his Econ.
Writings, vol. 1. Cambridge, 1899, pp. 1 — 97, see p. 64.

11. Sheynin, O. B. (1977), Early history of the theory of probability.
AHES, vol. 17, pp. 201 — 259, see §2.4.6.

12. The authors could have referred to Poincaré [ui-méme, who, in
connection with the Dreyfus case, severely criticized Bertillon and came out
against applying the theory of probability “aux sciences morales”. History
proved that, in the general sense, the great savant was wrong, as well as
some earlier French scientists were. See

Sheynin, O. B. (1973), Finite random sums. AHES, vol. 9, pp. 275 — 305,
see p. 296.

Physis, vol. 29, 1992, pp. 633 — 638

Godfroy-Génin, Anne-Sophie: Pascal. The geometry of chance.
Math. Sci. Hum. 150, 7 - 39 (2000)

In this non-mathematical exposition the author stresses the legal nature of
the problem of points solved by Pascal and Fermat; studies the difference
between the Latin and the French versions of Pascal’s Traité du triangle
arithmétique (1665); notes an embryo of expectation contained there (droit



d’attendre); and remarks that Pascal had not treated statistical probabilities
(or chances). She adduced 65 references (three of them to Pascal) but
mentioned only 11 of them.

Zentralblatt MATH 988.01002

Gnedenko, B. V.; Peres, M.-T.: On the history of the concept of
random event. Voprosy Istorii Estesvozn. i Tekhniki No. 1, 71 — 75
(1984)

The authors trace the origin of the classical definition of probability and
adduce a passage from Ostrogradsky’s unpublished manuscript on the
beginnings of the theory of probability. They indicate that it was Jakob
Bernoulli, who introduced (somewhat informally) the classical definition
and argue that it had been the investigations of Graunt and Petty which
evoked both this fact and Bernoulli’s application of statistical probabilities.
[Bernoulli never cited Petty.]

Matematika 8A15

Good, L. J.: Some statistical applications of Poisson’s work. Stat. Sci.
1, 157 - 180 (1986)

The author takes up some subjects treated by Poisson and competently
traces their history up to the present days. Among these subjects are the two
different kinds of probability (logical and objective); the law of large
numbers; the summation formula which neither Poisson himself (1827) nor
Cauchy (1817) ever put to statistical use; the Poisson distribution; judicial
decisions.

The text includes a discussion by five authors and the author’s rejoinder.
One of these authors (Herbert Solomon) argues that Poissons’s study of the
work of the jury is an excellent example of using models in the behavioural
sciences. The author does not mention that Cournot also distinguished
between the two kinds of probability and he does not refer either to S. S.
Demidov, Des parentheses de Poisson aux algebres de Lie, in M. Métivier
etal, ed., S. D. Poisson et la science de son temps, 1981 (Zbl 476.01001) or
to the reviewers paper [Arch. Hist. Ex. Sci. 18, 245 — 300 (1978; Zbl
0383.010119)]

Zentralblatt MATH 611.60001

Grigorian, A. A.: The history and the philosophical and
methodological foundations of R. von Mises’ probability theory. Istor.-
Matematich. Issled., ser. 2, 3(38), 198 — 220 (1999). In Russian
This is a superficial essay. The author heavily draws on Khinchin’s relevant
review of 1961 [Engl. transl.: Science in context 17, 391 — 422 (2004)] and
indicates that Kolmogorov, in 1963, essentially softened his attitude
towards the theory.

The essay contains numerous mistakes and ambiguities. Mises had
indeed described his axiomatic natural scientific frequentist theory in his
lectures of 1914, but he did not publish anything relevant until 1919, so that
S. N. Bernstein (1917) [reprinted in his Coll. Works, vol. 4, 1964; Engl.
transl. in Probability and Statistics. Russian Papers of the Soviet Period.
Berlin, 2005, pp. 49 — 111] was the first to put out an axiomatic probability
theory. Then, it is far-fetched to call axiomatic a theory not belonging to
mathematics or physics. The dates of several publications (e. g., of
Khinchin’s review) are wrong; Poisson is alleged to have applied his law of
large numbers to dependent events, etc.

Zentralblatt MATH 969.01016



Gurzadyan, Vahe G.: Kolmogorov and Aleksandrov in Sevan
monastery, Armenia, 1929. Math. Intell. 26, 40 — 43 (2004)

In 1929, Kolmogorov and his life-long friend P. S. Aleksandrov lived for
about 20 days in a closed-down monastery on an island of Sevan in
Armenia. While there, they completed some portions of their future
(German) publications with Aleksandrov helping Kolmogorov with the
language. They also climbed a summit of a mountain situated more than 2
km above Sevan which did not present any complications (Kolmogorov).

Zentralblatt MATH 1055.01017

Hald, A.: Nicholas Bernoulli theorem. Intern. Stat. Rev. 52, 93 — 99
(1984)

In 1713, N. Bernoulli communicated his theorem to Montmort. The latter
had time to insert it in his Essay d’analyse sur les jeux de hazard (1713)
before Jakob Bernoulli’s Ars Conjectandi was published. The author notes
that Nicholas essentially improved some intermediate estimates made by
Jakob and concludes that Nicholas’ achievement forms the “missing link”
between the results due to Jakob and De Moivre.

In his Preface to the Russian translation of pt. 4 of the Ars (1913),
Markov refused to recognize Nicholas’ theorem because the latter had
introduced an arbitrary assumption in estimating the ratio of some terms of
a binomial. In turn, the author does not pay special attention to this
assumption. While considering the precision of the Nicholas theorem he
only adduces a numerical example. Finally, his account of the work of De
Moivre on the subject is incomplete. One of my Russian articles which the
author did not mention is partly devoted to the same theorem, see Istoria i
Metodologia Estesvennykh Nauk, vol. 9, 1970, pp. 199 — 211.

Zentralblatt MATH, 563.60002

Hald, A.: On De Moivre’s solutions of the problem of duration of
play, 1708 — 1718. Arch. Hist. Ex. Sci. 38, 109 — 134 (1998)

In 1708 Montmort formulated a stochastic problem on the duration of play
between two gamblers to be continued until one of them is ruined. The first
to study this problem was Montmort himself and Niklaus Bernoulli. In 1712
and 1718, De Moivre published his own pertinent findings. The author
briefly discusses the work of the first two scholars and describes De
Moivre’s contributions in detail and offers a reconstruction of the lacking
demonstrations of De Moivre’s formulas.

The most interesting of the author’s conclusions concerns the probability
that the game between two gamblers having an equal number of counters
will not end in a given number of rounds. He believes that De Moivre
issued from a certain recurrent relation and determined the functions sought
as a linear combination of a finite number of finite geometric progressions.

In 1990 the author published his book History of Prob. and Stat. and
Their Applications before 1750 where the relevant sections carry an
additional reference to Fieller (1931) who had studied some of De Moivre’s
pertinent findings.

Zentralblatt MATH 760.01003

Hald, A.: Pizzetti’s contributions to the statistical analysis of
normally distributed observations, 1891. Biometrika 87, 213 — 217
(2000)

The author describes how Pizzetti, in 1891, issuing from » independent and
normally N(O; (52) distributed errors g;,



1) derived the chi-squared distribution with n degrees of freedom
(already obtained by several authors).

2) Considering the residuals e; = €,— €, calculated the corresponding
distribution, the 6*y* law with (n — 1) degrees of freedom, already known to
Helmert.

3) Generalized his account to a linear normal model obtaining the same
distribution with the appropriate number of degrees of freedom.

4) Determined the confidence limits for o> for the previous case. This
result remained unknown until 1933.

5) Developed the one factor analysis of variance for the within and
between series of observation (by then also known to several authors).

Zentralblatt MATH 949.01012

Hald, Anders: A history of parametric statistical inference from
Bernoulli to Fisher, 1713 — 1935. New York (2007)

Hald directs his readers “for more proofs, references and information on
related topics” to his previous books, History of Probability and
Statistics and Their Applications before 1750. New York (1990) and
History of Mathematical Statistics from 1750 to 1930. New York
(1998); Zbl 0979.01012 and tells us that he borrowed about 50 pages
from the second one. It is difficult to say what is essentially new, but at
least it is only now possible to see at once what was contained in a
certain memoir of Laplace (say). As always, Hald’s exposition is on a
high level and I doubt that it will be an “easy” reading for those who
attended an “elementary course in probability and statistics”. He
concentrates on three “revolutions” in parametric statistical inference:
Laplace, early memoirs; Laplace and Gauss, 1809 — 1828; and Fisher,
1912 — 1956 (note the closing date 1935 on the title!).

I take issue on many points. Jakob Bernoulli’s classic did not become
a “great inspiration” for statisticians (p. 14) until the turn of the 19"
century. The cosine error distribution (p. 2) was one of the “most
important”? Introduced by Lagrange, it was hardly ever applied. The
statement (p. 4) that in 1799 the “problem of the arithmetic mean” was
still unsolved, ought to be softened by mentioning the appropriate
studies by Simpson and Lagrange. The integral of the exponential
function of the negative square between infinite limits was first
calculated by Euler rather than Laplace (pp. 38, 58). Legendre’s memoir
was neither clear nor concise (p. 53); he all but stated that the method of
least squares (MLSq) provided the least interval of the possible errors,
and he mentioned errors instead of residuals. In 1818 Bessel had indeed
stated that observational errors were almost normal (pp. 58, 98), but in
1838 he dropped his reservation and provided a patently wrong
explanation for the deviation from normality. Actually, he developed a
happy-go-lucky trait, see my note Bessel: some remarks on his work.
Hist. Scient. 10, 77 — 83 (2000).That Gauss, in 1809, had applied inverse
probability (pp. 57, 58), is true, but Whittaker & Robinson, 1924, noted
that this was already implied by the postulate of the mean. Two differing
causes why Gauss abandoned his first justification of the MLSq (pp. 56
and 101) are both wrong. Much is reasonably said about Laplace’s
application of the central limit theorem, but its non-rigorous proof is left
over in silence.



The Bibliography does not mention the collected works of Edgeworth,
1996, or the reprints of Poisson, 1837, Todhunter, 1865 or of K.
Pearson’s Grammar of Science after 1911. Missing are Montmort, 1713
(although referred to!), Gauss’ collected German contributions on the
MLSq, and Cramér, 1946, as well as the Dict. Scient. Biogr., the Enc. of
Stat. Sciences, and Prokhorov, Yu. V., ed., Veroiatnost i
Matematicheskaia Statistika. Enziklopedia (Probability and Math. Stat.
An Enc.). Moscow (1999). The unworthy books Porter, 1986, and
Maistrov, 1974 are included, but my Theory of Probability. Hist. Essay.
Berlin (2005), also at www.sheynin.de, which is incomparably better
than Maistrov, is not.

Zentralblatt MATH, to appear

Hall, Peter; Selinger, Ben: Statistical significance. Balancing
evidence against doubt. Austr. J. Stat. 28, 354 — 370 (1986)
The authors enquire into the different approaches to statistical significance
by professionals and laymen. Drawing on the views of K. Pearson, W. S.
Gosset (Student) and R. A. Fisher, they explain the wide-spread acceptance
of the 5% level of significance and emphasize that in many cases scientists
and lawyers have to study evidence showing considerably more doubt.

They apparently object to any prior choice of a level of significance and
recommend the use of more understandable odds ratio instead of, or along
with this indicator. They do not mention that Jakob Bernoulli (1713)
suggested that a certain probability be officially introduced in law courts, or
that in 1840 Gavarret [the reviewer, Arch. Hist. Ex. Sci. 26, 241 — 286, p.
255 (1982)] proposed a certain level of significance for use in therapeutics.

Zentralblatt MATH 621.62002

Hashagen, Ulf: Wahrscheinlichkeitsberechnung fiir Ingenieure: Eine
Fallstudie zur Institutionanalisierung und Unterrichtspraxis an
Technischen Hochschulen. In: Seising, Rudolf, ed, et al, Form, Number,
Order. Studies on the History of Science and Technology. Festschrift
for Ivo Schneider. Stuttgart: Franz Steiner, 301 — 338 (2004)
The author describes the teaching of probability theory and the method of
least squares in the Munich Technische Hochschule from its creation (1868)
to 1929, notably by Seidel and Bauschinger. He provides documented
information about the changing demands on these disciplines (considered
alternatively as required or optional; necessary for general education or
from the standpoint of practice) against the background of the general
attitude in Germany towards pure versus applied mathematics and
concerning the role of probability in mathematical education.

Zentralblatt MATH, 1072.01014

Havlova, Veronika; Mazliak, Laurent; Sisma, Pavel; Le début des
relations mathématiques franco-tchécoslovaques vu a travers la
correspondance Hostinsky — Frechet. J. Elecron. Hist. Probab. Stat.
1, No. 1, 2005, Article 4, 18 pp.
The ties between Bohuslav Hostinsky (only date of birth, 1884, given) and
Maurice Fréchet (1878 — 1973) are seen against the background of the
cultural history of Europe and the beginning of their correspondence about
1919 is explained by the sympathy of the latter, then at Strasbourg, for an
“autre terre libérée de I’'impérialisme allemande”. This political remark
sems too strong, especially with respect to Hostinsky’s homeland,
Czechoslovakia.




The correspondence itself, kept partly at Université Masaryk, Brno, and,
apparently, at the Académie des Sciences, Paris, is not described
sufficiently although the authors intend to continue their work. Except for
general subjects (exchange of mathematical information), they only
mention that Hostinsky’s work on geometric probability turned Fréchet to
probability. They also describe Hostinsky’s biography. He graduated from
the Philosophical faculty of the Czech University, Prague, in 1906; visited
France in 1908/1909; began his research in several branches of mathematics
in 1912; about 1919 became professor of physics in Brno; was influenced
by Czuber and the lesser known E. Schoenbaum.

Zentralblatt MATH, 1062.01015

Heidelberger, Michael: Origins of the logical theory of probability:
von Kries, Wittgenstein, Waismann. Int. Stud. Philos. Sci. 15, 177 — 188
(2001)

The author describes von Kries’ Principien de Wahtscheinlichkeits-
Rechnung (1886), Wittgenstein’s Tractatus (1921) and Waismann’s
relevant work (1930 and later).

Kries distinguished between nomology and ontology and attempted to
replace the obscure equipossibility inherent in the classical definition of
probability by his Spielraum or range theory stating that probability is the
appropriate Spielraum of possibilities. He foreshadowed Poincaré’s
explanation of uniform randomness by arbitrary functions and, without
mentioning randomness, justified the stochastic kinetic theory by the
principle of small causes leading to large effects. Boltzmann (1886) [who is
known for his uncertain attitude towards randomness] attributed to him a
logical justification of stochastic calculations. Forgetting Jakob Bernoulli
and many other scholars up to Venn, Heidelberger implicitly calls Kries the
originator of the logical theory of probability and fails to mention that von
Mises denied Kries.

Turning to Wittgenstein and Waismann, he notes that they amputated the
physical component of the Kries theory and alleges that they thus missed an
opportunity for constructing an empirical alternative to the frequentist
theory of probability. Finally, he remarks that Waismann generalized the
concept of Spielraum to propositions and rejected Mises.

Zentralblatt MATH 1027.01007

Herr, David G.: On the history of the use of geometry in the general
linear model. Amer. Statist. 34, No. 1, 43 — 47 (1980)

Let y be an n-dimensional vector of observations, b — a k-dimensional

(k < n) vector of parameters, both situated in Euclidean space R", and X a
given matrix n by k. It is required to determine b in accordance with a linear
model y = Xb + error.

The author, who does not claim to be comprehensive, compares the
algebraic and geometric approaches to this problem, and to some adjoining
ones and briefly considers the works belonging to the latter from one of
Fisher’s papers of 1915 onward. He argues that the importance of the
geometric method for mathematical statistics is certainly undervalued
owing to existing traditions and disregard of analytic geometry as well as
due to widespread imagined or real lack of geometric vidion and inability to
conceive abstractly.

Matematika 1980, 11A6



Higgs, Edward: The general register office and the tabulation of
data, 1837 — 1939. In: Campbell-Kelly, Martin, ed., et al, The History of
Mathematical Tables. From Sumer to Spreadsheets. Oxford: Oxford
Univ. Press, 209 — 232 (2003)

The Office was established in 1837 for supervising the statistics of the
movement of population of England and Wales with Farr being it
superintendent of statistics until 1879. The author describes the difficulties
in the work of the Office and especially the unavoidable simplification of
data. Even in 1911, as he notes, it had to assume that the life of the
population was simple, and deaths, uncomplicated. Complexity has been
reintroduced in the 1930s together with the application of the elements of
correlation theory.

In 1858, the Office began using, partly successfully, the printing unit of
the Babbage difference engine, and in 1870 it acquired an arithmometer;
after 1890, Hollerith tabulators came into use.

Zentralblatt MATH 1063.01012

Hochkirchen, Th.: Wahrscheinlichkeitsrechnung im Spannungsfeld
von MaB- und Hiufigkeitstheorie — Leben und Werk des “Deutschen”
Mathematikers Erhard Tornier 1894 — 1982. N. T. M. (N. S.) 6,22 — 41
(1998)

The author describes the life and work of Tornier showing his mathematics
as a “vermittelndes Element” between the axiomatic and the frequentist
theories of probability. His direct work lasted for ten years only (1929 —
1939) after which he was retired because of unbecoming private behaviour
(apparently caused by bad psychological health), but later (when exactly?)
Tornier corresponded with Hilda Geiringer, the assistant and wife of von
Mises, and influenced the posthumous edition (1964) of Mises’ treatise
prepared by her.

From 1932 Tornier was a card-carrying Nazi. He was instrumental in
ousting Feller from Kiel University (1933) and, in 1936, contrasted
applicable theories with “judisch-liberalistischer Vernebelung” achieved by
“logisch geschlossener” constructions. Khinchin (1961, posthumous
publication) believed that Tornier, by partly abandoning the irregularity of
Mises’ Kollektiv, saved the frequentist theory but still left it inexpedient as
compared with the axiomatic theory.

Zentralblatt MATH, 1064.01535

Hoeffding, Wassily: The Collected Works. Editor N. L. Fisher & P.
K. Sen. New York, 1994
Hoeffding (1914 — 1991) was born in Petersburg and educated in Berlin, but
lived since 1945 in the USA. The book contains reprints of 51 of his
contributions and their ad hoc reviews (K. Oosterhoff and W. van Zwet, W.
Hoeffding’s work in the sixties; G. Simons, The impact of W. Hoeffding’s
work on sequential analysis; and P. K. Sen, the impact of W. Hoeffding’s
research on nonparametrics). No list of Hoeffding’s publications is
provided, but, except for a mimeo report (1963) mentioned on p. 53, neither
his own references, nor those of his reviewers include any missed article.
The reprints include three German papers (1940 — 1942) translated here into
English, five entries from the Enc. Stat. Sciences, six book reviews, and
Hoeffding’s autobiography (1982).

Zentralblatt MATH, 807.01034



Holgate, P.: Waring and Sylvester on random algebraic equations.
Biometrika 73, 228 — 231 (1986)

This is a description of E. Waring’s (1782) and J. J. Sylvester’s (1864 and
1865) probability-theoretic studies of the number of real roots of algebraic
equations. Waring stated many findings without demonstration and some of
them remain doubtful; some of the others were obviously based on
assumptions which do not hold. Sylvester studied superlinear equations
Yeu" =0, u;=a;+ b;, b > 0, &;= — 1 or 1 and he regarded each equation as
chosen at random from a set of equations. His work led him to consider
runs in a ring. While considering a problem concerned with the mutual
arrangement of four random points, he gave thought to the idea of genuine
randomness. Among related material is Michell’s problem on the scatter of
stars with discussions and the calculation of the probability that a random
fraction might be reduced (Dirichlet; Chebysheyv; its prehistory dates back
to Oresme).

In 1836, Buniakovsky calculated the probability that a quadratic equation
with integral coefficients chosen at random from numbers + 1, + 2, ..., + m
has real roots.

Zentralblatt MATH 598.01004

Howie, David: Interpreting Probability. Controversies and
Developments in the Early Twentieth Century. Cambridge (2002)

The author’s main subject is the fate of the Bayesian approach in the first
half of the 20"™ century. He describes the relevant work and opinion of
Fisher and Jeffreys making available unpublished material concerning the
latter any pays attention to the application of probability to physics and
biology and to general scientific problems (simplicity of the laws of nature).
No clear definitions of the main notions (inverse probability, principle of
insufficient reason) are offered which means that his readers do not need
them, but then the author provides a definition of an effective estimator, and
a wrong one at that (p. 66). He forgets that Liapunov proved the central
limit theorem (p. 216) and does not know (p. 219) that dialectical
materialism recognizes the connection between necessity and randomness.
His use of rare words (to decouple, p. 216; to laud, p. 225) is regrettable.

The previous history of probability theory as discussed in a preliminary
chapter is a complete failure. Several from among the 15 mistakes noticed
by me concern our classics (Graunt, p. 15; de Moivre, p. 20; Poisson, p. 20,
who tinkered with calculations, p. 29; and Newton, who allegedly thought
that the system of the world was stable rather than needing regular Divine
reformation, pp. 27 and 200). Some quotations are given without any
references being adduced (p. 32, and on p. 54 Mendel is called a Czech
monk. Mendel was always considered as of Czech — German origin, but he
was German and in 1945 the descendants of his relatives were driven out of
the then Czechoslovakia (W. Mann, grandson of Mendel’s nephew, private
communication).

Zentralblatt MATH 1031.01012

Ibragimov, I. A.: On S. N. Bernstein’s work in probability. Transl.,
ser. 2, Amer. Math. Soc. 205, 83 — 104 (2002). Transl. from Trudy St-
Petersb. Mat. Obshch. 8, 96 — 120 (2000)

Two aspects of Bernstein’s work, viz., an axiomatic justification of
probability theory (1917) and a study of limit theorems for sums of random



variables, are discussed. Such directions as mathematical statistics and
application of probability to heredity are left out.

Following Glivenko (1939), the author states that both Bernstein’s and
Kolmogorov’s approaches to the first problem adopted the structure of
normed Boolean algebras as the basis of probability theory. In the second
field, Bernstein achieved fundamental results in generalizing and furthering
the discoveries of Markov and Liapunov, and subsequent authors, both in
Russia and elsewhere, continued his investigations. In particular, he
introduced a new class of random processes that at least sometimes is called
after him.

The author stresses Bernstein’s unusual attitude towards some
mathematical constructions. Thus, he was dissatisfied with the notion of
convergence almost everywhere. Some references lack page numbers.

Zentralblatt MATH 1037.01009

Ineichen, Robert: Zufall und Wahrscheinlichkeit — einst ganz
getrennt, jetzt eng verbunden Elem. Math. 54, 1 — 14 (1999)

The author discusses the early history of games of chance (including the
problem of points) and notes that the concept of probability was introduced
later that the notion of expectation. He defends the thesis formulated as the
title of his paper and believes that Jakob Bernoulli was the first major figure
to bring together randomness and probability. However, Aristoteles thought
that a random event had a logical or subjective probability less than 1/2; the
Laws of Manu (ancient India) and the Talmud actually understand random
events as such that possess low probabilities; etc, see my article in Annals
Sci. 55, 185 — 198 (1998). Nevertheless, I agree that probability was
definitely quantified only by Bernoulli.

Zentralblatt MATH 940.60008

Ineichen, Robert: Chancen im Zahlenlotto — die friihesten
Berechnungen. Mitt. Dtsch. Math.-Ver. No. 2, 12 — 13 (2000)

This is a description of Juan Caramuel y Lobkowitz’ discussion (1670) of
the classical Genoese lottery. He correctly calculated the probability
(without formally defining this concept) that a gambler will guess several
numbers drawn in any, or in a given succession out of a hundred. Caramuel
failed to solve more difficult related problems and on this point the author
refers to his earlier articles. At least in one of these, “Juan Caramuels
Behandlung der Wiirfelspiele und des Zahlenlottos”, NTM 7, 21 — 30
(1999), he discussed all the stochastic findings of Caramuel including those
which he describes now.

Math. Rev. 2001£:01027

Ineichen, Robert: “Es ist wie bei den Spielen’” — Nicole Oresme und
sein Beitrag in der Vorgeschichte der Stochastik. NTM (N. S.) 9, 137 —
151 (2001)

The author discusses Oresme’s De proportionibus proportionum and Ad
pauca respicientes (Latin — Engl. edition by E. Grant, Madison — London,
1966). He expounds Oresme’s notion of commensurability and use of
rations (relations rather than quantities) which led him to the introduction
of positive fractional exponents and he attributes to Oresme an actual
understanding of probability, both epistemic and aleatory, and an
elementary scale of the probable.

It is difficult to say what exactly is new in this paper. In any case even
the Talmud stipulated the ratios of forbidden/allowed food in mixtures, i. €.,



the corresponding numerical probabilities, whereas scales of logical or
subjective probabilities go back to Aristotle.

Zentralblatt MATH 1010.01010

Ineichen, Robert: Die ersten kombinatorischen Untersuchungen zum
Zahlenlotto. Die Beitrige von Juan Caramuel y Lobkowitz und
Frenicle de Bessy. In: Seising, Rudolf, ed., et al, Form, Number, Order.
... [see bibl. inform. in review of Hashagen], 257 — 267
This is a description of the work of Caramuel (1606 — 1682) published in
1670 and of a posthumous contribution of de Bessy (1605 — 1675). Here is
Caramuel’s main problem. Given, natural numbers 1, 2, ..., p from which
sets of five different natural numbers are chosen. How many such sets are
needed for two given different natural numbers, both less than p, to occur in
one of them?

De Bessy compared the theoretically possible gain of a gambler
participating in a lottery with the ratio of the favourable cases to the
unfavourable ones for the banquier.

The author partly repeated his earlier paper, Juan Caramuels Behandlung
der Wiirfelspiele und des Zahlenlottos. NTM, 7, 21 — 30 (1999).

Zentralblatt MATH 1072.01009

Jongmans, Francois; Seneta, Eugene: The Bienaymé family history
from archival materials and background to the turning-point test. Bull.
Soc. R. Sci. Liége 62, 121 - 145 (1993)

Continuing their earlier work made together with B. Bru [1992, see above]
and drawing on additional archival sources, the authors describe the lives of
Bienaymé, of his ancestors, posterity, and other relatives. They discovered
Bienaymé’s previously unknown note (1861) on the numerical solution of
equations by Stevin and maintain that Bienaymé played a prominent part in
connecting Sylvester with other French mathematicians. The authors also
discuss Bienaymé’s turning-point test for randomness. In addition to its
description in C. C. Heyde and E. Seneta, Bienaymé, Stat. theory
anticipated (1977; Zbl 371.01010), the authors describe the relevant work
of Liagre and Bertrand and attempt at a reconstruction of Bienaymé’s proof
(which he did not publish).

Zentralblatt MATH 792.01023

Jongmans, Francois; Seneta, Eugene: A probabilistic “new
principle” of the 19 century. Arch. Hist. Ex. Sci. 47, 93 — 102 (1994)
The new principle is E. Catalan’s theorem (1877) stating that unknown
modifications of the causes of a random event do not change its probability.
The authors discuss Catalan’s relevant papers of 1841 and 1877 as well as
his later work (1886) where he specified his theorem; reveal their
connection with one of Poisson’s urn problems (1837) and with the work of
other French mathematicians; and show that, when generalized, the Catalan
problem leads to a martingale. The authors also describe a pertinent
unpublished letter (1878) from Bienaymé to Catalan which contains a
phrase Beyond mathematical reasoning, everything in the world is only
probabilities, or even just conjectures.

Zentralblatt MATH 802.01003

Kallianpur, G.: Random reflections. In Ghosh, J, K., ed., et al,
Glimpses of India’s Statistical heritage. New Delhi, pp. 47 — 66 (1993)
This is a scientific autobiography complemented by a list of Kallianpur’s
works but the date of his birth is not given. The author graduated from the



Univ. of North Carolina (one of teachers was Hotelling), worked at
Berkeley and Princeton and returned to India in 1953. He worked at the
Indian Statistical Institute (ISI) and was its Director in 1976 — 1978, then, in
1979, joining his Alma Mater. The author also provides information about
several scholars. Mahalanobis established a liberal atmosphere at the ISI,
but his autocratic ruling led to controlled chaos; and, being a physicist, he
was impatient with the [high] level of rigor and abstraction in mathematics.
Einstein (ca. 1948) was genuinely interested to know about the new
developments in probability theory; and Wiener, to whom the author is in
profound scientific debt, claimed that he was a descendant of Maimonides.

Zentralblatt MATH 829.01020

Kalman, R. E.: Probability and science. Nieuw Arch. Wiskd., IV. ser,
11, 51 - 66 (1993)
This is a non-mathematical lecture. The author states that the applications of
probability to problems of the real world made during the last few decades
were often too abstract and that there is no interaction between the notions
of probability and chaos as considered in scientific literature. He defines
randomness as lack of complete uniqueness in the appropriate data and
notes accordingly that V2 is a random number. The author mistakenly dates
one of Daniel Bernoulli’s memoirs.

Zentralblatt MATH 785.01033

Kassler, Jamie C.: The emergence of probability reconsidered. Arch.
Intern. Hist. Sci. 36, No. 116, 17 — 44 (1986)
The authoress describes the origin of stochastic ideas in astronomy. In this
connection she pays attention to the rule of composing music and stresses
the importance of the combinatorial aspects of the Cartesian mechanical
philosophy. While putting forward arguments in favour of both
commensurability and incommensurability of the motions of celestial
bodies, Oresme (14™ century) substantiated the former by testimony of wise
men and based the latter on higher probability. From the beginning of the
14" century music disregarded restrictions imposed by the Pythagorean
theory of propositions. In the authoress’ opinion, this was a shift from order
to defective order, a notion which she considers to be akin to randomness.
Music theorists studied the art of combinations (Mersenne, 1623) while
random composition of melodies dates back to the 1670s.

Zentralblatt MATH 658.01005

Katasonov, V. N.: Genesis of the theory of probability in the context
of ideological searches of the 17™ century. Voprosy Istorii Estestvozn.
Tekn. No. 3, 43 — 58 (1992). In Russian
The author intends to prove that science in general and the theory of
probability in particular only arranges some cultural space ..., as given by
more fundamental acts of man’s spiritual self-determination. He touches
several aspects of the early probability theory and makes a few mistaken or
dubious statements. His contribution is hardly useful.

Zentralblatt MATH 783.01003

Kendall, M. G.; Doig, A. G.: Bibliography of Statistical Literature
Pre-1940 with Supplements to the Volumes for 1940 — 1949 and 1950 —
1958. Edinburgh, 1968
This is vol. 3 of the entire Bibliography covering the period until 1958; the
first two volumes appeared in 1962 and 1965. No further volumes are
planned since in 1959 the International Statistical Institute began publishing



an abstracting journal now called Statistical Theory and Methods Abstracts.
According to the authors’ aims and methodology as described in vol. 1, the
Bibliography includes almost all the articles from 12 main periodicals and a
number of papers from 42 other journals. In addition, the authors made use
of the bibliographies appended to many papers and of the abstracting
journals (although not of the Soviet Matematika). They believe to have
covered 95% of the existing articles on statistics and its applications.

Each volume of the Bibliography is actually an author index (no subject
indices are provided). The literature published in Russian and several other
languages is described in English, French or German. In all, this vol. 3 lists
about 10 thousand monographs and articles separated into two time
intervals, — before 1900 and from 1900 to 1939 (2,360 and 7,630 items
respectively) as well as 148 sources for 1940 — 1949 and about 1,170 for
1950 — 1958. All the books entered here had appeared before 1900. Neither
the second part, nor the first two volumes include any books, which is in
line with the practice of the abovementioned quarterly. This is an essential
setback but the Bibliography is nevertheless very valuable.

Vol. 3 is also useful for historians of mathematics since it lists classical
works (of Laplace, Gauss et al) including writings of such authors for
whom probability was a minor subject (Euler), forgotten writings of
eminent mathematicians, commentaries and essays, translations of various
works into any of the three main languages.

There are some shortcomings. The selected literature, even of the 20"
century, was not checked in visu; likely because of the general direction of
the Bibliography there are hardly any references to collected works; of the
14 writings of Euler included in t. 7 of his Opera omnia, ser. 1 (1923) and
pertaining to probability and statistics the authors listed only seven, and one
of these called Wahrscheinlichkeitsrechnung either does not exist or is
wrongly named; the descriptions contain mistakes and inaccuracies
(Suissmilch’s Gottliche Ordnung first appeared in 1741, then in 1761 —
1762, but not in 1788; the second part of Daniel Bernoulli’s “Mensura
sortis” (1771) is omitted); and cross-references are lacking. Finally, the
spelling Ladislaus von Bortkiewicz as given in the second part does not
coincide with that in the first part, Vladislav Bortkevich. Having emigrated
from Russia to Germany in 1901 and being a nobleman, he changed his
name accordingly, but that fact is not explained.

In 1962, the authors estimated that about a thousand articles on their
subject were being published yearly. This means that already now it would
be expedient to issue a bibliography for 1959 — 1970. Neither abstracting
journals, nor their cumulative author indices are substitutes for
bibliographies (to be compiled in the first place by scanning such sources). I
also believe that a single bibliography for 1900 — 1970 with books being
certainly included is also needed.

NKzR, A1969, No. 10, pp. 21 — 24

Kolmogorov, A. N.: On the notions of quantity and number. Istor.-
Matematich. Issled. 32/33, 474 — 484 (1990). In Russian
This is a discourse on the notion of number and quantity (magnitude) and
on the commensurability of magnitudes. The author intended to continue
his work, but obviously did not.

Zentralblatt MATH 728.01012



Abramov, A. M.; Tikhomirov, V. M.: A commentary to the work of
A. N. Kolmogorov [just above]. Ibidem, 484 — 487. In Russian
The authors explain that Kolmogorov’s discourse likely written during his
student years in 1923 was discovered (by whom?) among his posthumous
papers. They themselves supplied its title and they note that Kolmogorov
returned to the notions of quantity (magnitude) and number in his other
contributions. In his Vvedenie v Analis (Intro. to Analysis), Moscow, 1966,
Kolmogorov showed that the theory of real numbers can be constructed by
issuing from the notion of magnitude.

Zentralblatt MATH 728.01020

Kreith, Kurt: Euclid turns to probability. Intern. J. Math. Educ. Sci.
Technol. 20, 345 — 351 (1989)

This is an attempt to show how Euclid could have constructed the elements
of probability theory without, however, any indication of limit regularities.
Assuming that the theory would have been based on the axiomatic method,
the author points out that the difficulty would have consisted in defining
independent events. He believes that Euclid could have introduced non-
independence rather than dependence with the product of the probabilities
of events A and B being either higher, or lower than the probability of AB.
This approach, the author maintains, would have been similar to Euclid’s
wording of the Parallel Postulate which discussed non-parallelism rather
than parallelism.

Zentralblatt MATH 691.01001

Krengel, Ulrich: Von der Bestimmung von Planetenbahnen zur
modernen Statistik. Math. Semesterber. 53,1 - 16 (2006)

This is an essay on Gauss’ decisive role in the discovery and development
of the method of least squares with a short description of further pertinent
events from Laplace to modern findings. The author believes that Gauss
was the first who die eingangs gegebene Begriffsbestimmung des
mathematischen Statistikers voll erfiillte. He does not refer to my much
more detailed papers of 1999, Hist. Scientiarum 8, 249 — 264 or Jahrbiicher
[. Nationalokonomie u. Stat. 219, 458 — 467, and some of his statements
should be commented upon. Thus, it is doubtful that Gauss knew De
Moivre’s derivation of the normal law and Laplace had not at all proved
(several versions of) the central limit theorem rigorously. Finally, the author
refers to Stigler but passes over in silence his dreadful and slandering
accusations such as Gauss solicited reluctant testimony from friends that he
had told them of the method (of least squares) before 1805; see his History
of Statistics, 1986 (not 1981 as cited by the author), p. 145.

Zentralblatt MATH, 1101.01008

Kunert, Joachim; Montag, Astrid; P6hlmann, Sigrid: The quincunx.
History and mathematics. Stat. Papers 42, 143 — 169 (2001)

A quincunx is an arrangement of five objects, four of them at the vertices of
a square or rectangle, and the fifth at its centre. About 1873 Fr. Galton
invented a simple device which he called quincunx. It showed that shot,
falling through an array of pins, collected in a figure resembling a normal
curve.

The authors describe Galton’s work at the time; argue that the quincunx
was his natural-scientific approach to the central limit theorem (CLT);
dwell on the generalizations of that devise (Galton himself; Pearson in
1895); and provide an appropriate mathematical background. They did not



remark that the conditions for the CLT established at the time were less
restrictive than Galton thought (p. 149) and their expression (p. 159) The
percentage of balls ... converges to infinity was unfortunate. That Galton
invented identification by fingerprints (p. 144) is wrong: he had
predecessors (New Enc. Brit., 15% ed., vol. 4, article Fingerprints).

Zentralblatt MATH 986.01015

Kupper, Josef: Versicherungsmathematik und schweizerische
Hochschule. Mitt., Schweiz. Aktuarver. No. 1, 33 - 53 (1998)

This is a review of the history of actuarial science and its teaching in
Switzerland. Beginning with Jakob and Niklaus Bernoulli (the latter studied
the application of probability to jurisporudence and compiled the first Swiss
mortality table) the author describes the work of several of his compatriots,
especially G. A. Zeuner (1828 — 1907), and touches on Euler’s pertinent
findings. He maintains that the actuarial science really began to develop in
Switzerland about 50 years ago because of higher demands on its
mathematical foundation and of the advances in various kinds of insurance
other than insurance of life.

Zentralblatt MATH 905.01012

Lancaster, H. O.: Bibliographies of Statistical Bibliographies.
Edinburgh, 1968
The book was written on contract with the International Statistical Institute.
It reflects the literature published before 1965 — 1966 in the main pertinent
periodicals, abstracting journals included, some general mathematical
periodicals and other types of publications as well as such fundamental
sources as the British Museum Catalogue. The contents of the book are
wider than its title since bibliographies of bibliographies only make up its
insignificant part.

Chapt. 1 (Personal bibliographies) lists the books and articles devoted to
some 330 eminent scholars, mainly those mentioned in fundamental
writings and bibliographies and honoured by invited collected papers. Thus,
six sources have to do with Gauss, eleven, with Laplace, and three, with
Kolmogorov. Also here are the collected works of such scholars who
strongly but indirectly influenced statistics (Darwin) and who mainly
worked beyond this science (Euler). Finally, also included are authors of
writings on combinatorial analysis.

Chapt. 2 (Subject bibliographies) lists about a thousand sources —
bibliographies and writings of a more general nature published mostly
during the latest 10 — 15 years. Apart from literature pertaining to various
applications of probability and statistics, there are items belonging to other
mathematical disciplines, such as Fourier analysis and theory of graphs.
This breadth of contents is naturally seen in a long (13pp.) subject index to
both these chapters. Here are some of its main headings: Accident
proneness; Analysis, mathematical; Astronomy; Canonical variables. The
author explains that Chapt. 2 covers such subjects that are often taught “in a
department of statistics” or closely associated with these. An index of
authors to the same chapters is also provided.

The book will undoubtedly be useful for statisticians and (its Chapt. 1)
historians of mathematics. Chapt. 2 is of a mixed character and its volume
is not so large as to impede its reading. The index of national bibliographies
is apparently comprehensive enough but international bibliographies are not
listed alongside, although, for example, two volumes of the celebrated



Kendall & Doig bibliographies are included in Chapt. 2. Soviet literature is
sufficiently represented but there are no references to the Soviet abstracting
journal Matematika.

NKzR, A1968, No. 9, pp. 23 — 25

Lancaster, H. O.: Statistical Society of New South Wales. Austr. J.
Stat. B30, 99 — 109 (1988)
Nine early Australian statisticians are mentioned and the work of two of
them (E. J. G. Pitman and C. H. Wickens) are briefly described. The
establishment of the Statistical Society of New South Wales (after 1962, the
NSW branch of the Statistical Society of Australia) is discussed. The work
of its special groups; symposia held; general meetings; and the publication
of its Bulletin (now, the Australian Journal of Statistics) are examined.
Readers will find only indirect indications on the dates of the creation of
this Society (1948) and of the Australian Society (1962).

Zentralblatt MATH 704.01024

Laplace, Pierre-Simon: Philosophical Essay on Probabilities. Transl.
from the 5™ French edition of 1825 by Andrew I. Dale. Berlin, 1995
In addition to the translation itself (showing the changes between the first
and the last editions of the Essai philosophique sur les probabilités), the
book provides extensive notes (with proper borrowings from those of the
German translation of 1932 and the French reissue of 1986), a bibliography
(ca. 250 items) and a Glossary (which includes tiny biographies of
scholars). The English text seems good enough although some words are
hardly well-chosen (whither, p. 1; ad hoc-eries, p. 121). The Notes pertain
to general history, mathematics and astronomy. They are helpful, but
modern developments are not always described (e. g., those concerning the
Petersburg paradox or the Daniel Bernoulli — Laplace — Ehrenfests’” urn
model). The Bibliography is defective in that a) It is often restricted to
initial editions; thus, neither later editions, nor the translations of Jakob
Bernoulli’s Ars Conjectandi are included). b) It contains explicit or tacit
mistakes (the date of Arbuthnot’s note is given as 1710; and it is not stated
that William Herschel’s Scient. Papers were issued in two volumes). The
Glossary is again helpful although it has its own shortcomings. Tycho was
indeed “the greatest pre-telescopic observer”, but why not add that without
him there would have been no Keplerian laws? And the term triangulation
is explained wrongly. [Many other glaring mistakes and omissions there.]

For many decades, perhaps from 1850 to 1930, Laplace’s work in
probability (and his Essai as well) was forgotten. Instead, the general public
regrettably turned over to Quetelet and even natural scientists abandoned
Laplace. Boltzmann, who referred to Kant, Darwin and many other
scholars, did not mention him at all. The present translation helps to see
probability in its historical perspective and is therefore valuable.

Zentralblatt MATH, 810.01015

Lausch, Hans: Moses Mendelssohn. “Wir miissen uns auf
Wabhrscheinlichkeiten stiitzen”. Acta Hist. Leopold. No. 27, 201 - 213
(1997)
The author discusses Mendelssohn’s (1728 — 1786) papers of 1756 (revised
in 1761) and 1785. In the first of these, Mendelssohn stated without proof
that, if two events coincided » times in succession, the probability of the
coincidences being determinate was n/(n + 1). The author notes that the
(Price — Buffon — Laplace) calculations of the probability of the next sunrise



yield almost the same result, but does not notice that Mendelssohn, who
hardly thought about subtle points concerning prior distributions, could
have regarded his problem as identical with the one treated in his second
source.

There, again without justification, Mendelssohn maintained that in n
tosses of a coin the probability of heads occurring at least once was
n/(n + 1). The author connects this statement with D’ Alembert’s notorious
conclusion (1754) that in two tosses of a coin the probability of the same
event was 2/3. (Indeed, this particular case may easily be generalized to n
trials.)

The author also quotes a passage from Mendelssohn’s first paper. It is
similar to Laplace’s later pronouncement that the theory of probability owes
its origin to the feebleness of the human mind.

Math. Rev., 1998k:01008

Leha, G.: Wahrscheinlichkeitstheorie und das Postulat der
beliebigen Wiederholbarkeit. Jahrb. Uberblicke Mathematik 1983, 81 —
94 (1983)

The author points out that Gibbs was the first to base stochastic reasoning
on the possibility of infinitely many repetitions of events. Indicating that an
approach of this kind is not sufficient, he also stresses the importance of a
statistical approach, i. e., of estimating parameters of laws of distribution
according to one or another criterion. In this connection he pays particular
attention to Gauss’ derivation and use of the normal distribution in the
theory of errors (1809).

In 1823 Gauss renounced the use of this derivation. The author only
indirectly acknowledges this fact and his argumentation is thus incomplete.

Zentralblatt MATH 512.60001

Leti, Giuseppe: The birth of statistics and the origins of the new
natural science. Metron 58, No. 3 — 4, 185 — 211 (2000)

The author sketches the history of statistics up to the 19" century. He
believes that the same causes occasioned both its birth and the origin of
modern natural sciences; notes Sébastien Le Prestre Vauban’s priority
(1686) in suggesting a national census; and describes the prehistory of the
Staatswissenschaft, or university statistics (Italy, 16™ and early 17"
centuries). The merging of the two main branches of statistics is indirectly
dated as ca. 1800 (actually, it occurred many decades later) and Leibniz’
work in political arithmetic is ignored.

Vauban’s role in the general development of statistics is greatly
exaggerated but at the same time his sampling study of the agricultural
production in France is not mentioned.

Zentralblatt MATH

Levy, Philip: Charles Spearman’s contributions to test theory. Br. J.
Math. Stat. Psychol. 48, 221 — 235 (1995)

The author examines Spearman’s English writings of 1904 — 1913 on the
correction of correlation for errors of measurement; his German paper (Z.
Psychol. 44, 1906, together with F. Kriiger, listed by Doig & Kendall, Bibl.
Stat. Lit., 1968) is not mentioned. He also discusses the criticisms levelled
against Spearman by Karl Pearson and William Brown and describes the
positive modern appraisal of Spearman’s work which was also important
for the history of factor analysis.

Zentralblatt MATH 921.01036



Lewin, Christopher; de Valois, Margaret: History of actuarial tables.
In: Campbell-Kelly, Martin, ed., et al [see review of Higgs], 79 — 103
This short essay describes the appearance of tables of compound interest
(Trenchant, 1558; Stevin, 1585) and mortality tables (Graunt, 1662; Halley,
1694; et al) and explains several methods of compiling the latter. Events in
the US and Russia are however left out. The authors note that in 1829
Finlaison formulated important questions concerning the possible existence
of a law of mortality and that its several formulas (now discarded) were
proposed in the 19" century. They pay some attention to sickness tables and
multiple decrement tables (for population decrease owing to several
causes). Their general source was History of Actuarial Science, 10 vols, ed.
Steven Haberman et al. London, 1995.

Zentralblatt MATH 1063.01013

Loveland, Jeff: Buffon, the certainty of sunrise, and the probabilistic
reduction ad absurdum. Arch. Hist. Ex. Sci. 55, 465- 477 (2001)

The author discusses the problem of the probability of the next sunrise as
treated by R. Price (1764) and especially G.-L. Buffon in his Essai
d’arithmétique morale (1777). He considers 1. The origin of the problem
(thought experiments; the feelings of an ignorant person observing a
succession of identical events; philosophical conclusions about such events
and about sunrises in particular). Several scholars are mentioned, e. g.,
Locke, Leibniz, Pascal, Hume, E. B. de Condillac.

2. The previous work of Buffon. The author believes that Buffon’s
simple astronomical calculations of 1749 could have provided the model for
computing the probability of the sunrise. 3. The possiblility that Buffon
compiled his Essai much earlier than 1777, and likely before 1764. I note
that the notion of geometric probability also discussed in the Essai was
described in an anonymous note in the Histoire of the Paris Academy,
année 1733 (1735). 4. The difference between the formulas provided by
Price, Buffon and Laplace.

The date of Arbuthnot’s note of 1712 is mistakenly stated as 1710.

Zentralblatt MATH 978.01022

Lysenko, V. L.: The method of least squares in Russia in the 19"
century. Istor.-Matematich. Issled. 2 ser., 5 (40), 333 - 361 (2000). In
Russian
The author outlines the pertinent classical work and the Russian writings of
the 19" century. He makes many mistakes, barely refers to present day
foreign research and often provides lengthy quotations instead of offering
his own comments. The essay can be useful because of its bibliography that
lists Russian contributions of the first half of that century as well as lesser
known later sources.

Zentralblatt MATH 970.01009

Mackenzie, Donald A.: Arthur Black, a forgotten pioneer of
mathematical statistics. Biometrika 64, 613 — 616 (1977)

Independently from the founders of the Biometric school, Black (1851 —
1893) aimed at constructing a quantitative evolution theory. He had no time
for publishing anything, but his extant MSS contain a study of the
polynomial distribution and an independent derivation of the Poisson
distribution. The MS of Black’s main work, Algebra of Animal Evolution, is
lost but the problem of estimating a certain multiple integral was published
in 1898.



Matematika 6A21

Mclean, Ian: Thomas Harriot on combinations. Rev. Hist. Math. 11,
57 - 88 (2005)

Thomas Harriot (1560 (?) — 1621) was a mathematician and natural
philosopher. The author studies Harriot’s manuscripts pertaining to the
application of combinations to language (anagrams), atomism and
mathematics in the context of the late Renaissance opposed mentalities
(occult and scientific). He concludes that Harriot had investigated
combinations in the abstract (mathematical) spirit.

The author had not attempted to describe comprehensively Harriot’s
mathematical achievements. He did no cite Harriot’s posthumous Artis
analyticae praxis. London, 1631, see A. P. Youshkevich, Arithmetic and
algebra, in Matematika s Drevneishikh Vremen do Nachala 19-go Stoletia,
vol. 2. Moscow, 1970, 22 — 53, or the several pertinent contributions of J.
A. Lohne mentioned by A. W. Edwards, Pascal’s Arithmetic Triangle.
Oxford, 2002, who listed them and whom the author refers to with regard to
the elements of the number theory.

Zentralblatt MATH 1083.01009

Malaguerra, Carlo: Stefano Franscini. From statistics to simple
truths. In: Proc. 51st Session, Intern. Stat. Inst., Istanbul, 1997, vol.
1. Voorburg, 71 - 74 (1997)

The author describes the life and the work of Franscini (1796 — 1857), a
Swiss educationist and, mostly, statistician. He published several books,
organized and carried out the first national census (1850) and
contributed to the development of a common national awariness.
Working alone and unacknowledged in his native country, he advocated
knowledge through measurement and inspired the creation of the federal
university.

Zentralblatt MATH 914.01019

Markov, A. A.: Extension of the law of large numbers to
quantities depending on each other. J. Electron. Hist. Probab. Stat.
2, No. 1b, Article 10, 12 pp. (2006)

This is a reprint, possibly warranted by Markov’s anniversary (he was
born in 1856), from the original Russian text of 1906 rather from
Markov’s Izbrannye Trudy (Selected Works). No place, 1951. The text
is understandably written in accordance with the old system of spelling
which is not conducive to its study, and is not accompanied by
commentaries written in 1951.

Markov indicated sufficient conditions for the law of large numbers to
be applicable to the sums of dependent random variables; in particular,
to those connected into a simple homogeneous Markov chain. It was in
this memoir that the author first introduced his “chains”. The term
“Markov chain” is apparently due to S. N. Bernstein, Sur I’extension du
théoréme limite du calcul des probabilités. Math. Annalen 97, 1 — 59
(1926), beginning of section 16.

Markov also offered an example of dependent and bounded variables
not obeying the law of large numbers but he ended his memoir by
stating an important general corollary: Independence of variables is not
necessary for the law to remain valid.



An English translation of the memoir is available in my collected
translations Probability and Statistics. Russian papers. Berlin, NG
Verlag (2004), also at www.sheynin.de.

Martin, Thierry: La valeur objective du calcul des probabilités
selon Cournot. Math. Inf. Sci. Hum., No. 127, 5§ - 17 (1994)
The author considers Cournot’s work on probability. He is mainly
concerned with the principle of negligible probabilities and discusses it
from the philosophical point of view. He does not indicate that the concept
of moral certainty (i. e., of the moral impossibility of the complementary
event) was introduced by Descartes in 1644, in the Logique des Port-Royal
in 1662 and upheld by Jakob Bernoulli [or that in 1777 Buffon suggested
1/10,000 as a negligible probability].

Zentralblatt MATH, 821.01015

Martin, Thierry: Probabilités et philosophie des mathématiques chez
Cournot. Rev. Hist. Math. 1, 111 — 138 (1995)
The author stresses that Cournot, like Poisson before him, distinguished
between subjective and objective probabilities and thus elevated the theory
of probability to the realm of pure mathematics (without achieving its
transformation profonde). Actually, however, the theory remained in the
domain of applied mathematics since, until the beginning of the 20"
century, densities or characteristic functions did not become objects of
study per se. The author also discusses Cournot’s attitude towards
mathematics and its interrelation with reality as well as towards the theory
of knowledge as related to mathematics. At the very least, Cournot was in
this respect closer to modern ideas than Engels who defined mathematics as
a science of quantifying nature and whose thoughts fettered Soviet
mathematicians. A related paper is L. Daston, How probabilities came to be
objective and subjective, Hist. Math. 21, 330 — 344 (1994).

Zentralblatt MATH 822.01002

Meusnier, Norbert: La passé de I’esperance. L’émergence d’une
mathématique du probable au XVIIeme siecle. Math. Inf. Sci. Hum.
131, 5-28 (1995)
This article belongs in the first place to philosophy. The author is verbose,
quotes too many known passages and hardly makes any original findings.

Zentralblatt MATH 854.01010

Nikulin, M. S.: On L. N. Bolshev’s result in the theory of testing
statistical hypotheses. Zap. Nauchn. Seminar Leningr. Otd. Mat. Inst.
Steklova 153, 129 — 137 (1986). In Russian
In 1976, Bolsheyv, in his lectures at Moscow State Univ., generalized the
Neyman — Pearson theorem on hypothesis testing. The author published
Bolshev’s result since the latter died (in 1978) without doing it himself.

Suppose that a random variable has density p;(x), the corresponding
hypothesis being H;, i = 1, 2. Using the ratio p»(x)/pi(x) Bolshev derived an
optimal decision function D(x) which leads to H; with probabilities D;(x)
and, with another probability, to refusal of distinguishing between H; and
H,. The test D(x) is such that, given the boundaries for the probabilities of
wrongly favouring H, instead of H; and vice versa, the unconditional
probability of arriving at a wrong decision is minimal.

Zentralblatt MATH 623.62018

Ondar, Kh. O.: A short description of the unpublished
correspondence between Markov and Chuprov (1910 - 1917). Proc.




XIII Intern. Congr. Hist. Sci. 1971, section 5. Moscow, 163 — 165 (1974).
In Russian

Markov and Chuprov discussed a number of important issues (the Lexis test
for stability of statistical series; the Bortkiewicz law of small numbers; the
Pearson chi-squared test; random variables weakly depending one on
another) and thus influenced each other.

Matematika 1975, 1A61

Ondar, Kh. O.: On the first applications of probability theory to
medicine. Istoria i Metodologia Estestven. Nauk 14, 159 — 166 (1973)
The author describes the work of Russian physicians P. D. Enko (1873) and
K. V. Tovstitsky (1906) who solved some of their problems by applying
statistical and stochastic methods. Their studies included the comparison of
empirical and theoretical (calculated in accordance with the binomial law)
frequencies, estimation of parameters of empirical functions by least
squares, application of Laplacean formulas. Similar investigations in
Western Europe are not considered.

Matematika

Ondar, Kh. O.: On the influence of Markov and Chuprov on each
other in scientific methodology. Ibidem 16, 154 — 158 (1974)

The author discusses the (then yet) unpublished correspondence between
Markov and Chuprov, which, as he states, contains more than a hundred
letters.

[In 1977, Ondar published 105 of these letters (translated in 1981). I have
found many mistakes in his presentation as well as 13 more letters and
published this material in 1990 (translated in 1996: Chuprov: Life, Work,
Correspondence. Gottingen, 1996).]

Matematika 6A42

Parmentier, Marc: Concepts juridiques et probabilistes chez Leibniz.
Rev. Hist. Sci. 46, 439 — 485 (1993)

The author connects Leibniz’ philosophy of inductive reasoning and studies
in jurisprudence with the notions of degrees of proof and expectation noting
however that the former was not altogether quantitative. Thus, testimonies
should be estimated, not enumerated. Estimation was essential for Leibniz:
his celebrated statement that 1 — 1+ 1 -1 + ... = 1/2, which is the mean
between 0 and 1, was a metaphysical estimation. Leibniz’ reasoning on
some moral problems did not contradict the later notion of moral
expectation.

The author does not discuss the history of non-additive probabilities or
Leibniz’ refusal to accept Jakob Bernoulli’s law of large numbers.

Zentralblatt MATH 804.01004

E. S. Pearson: ‘Student’. A Statistical Biography of William Sealy
Gosset. Editors, R. L. Plackettt, G. A. Barnard. Oxford, 1990
Gosset (1876 — 1937), alias Student, “the Faraday of statistics”, as Fisher is
reported to have called him, was active in many areas of statistics and he
additionally influenced Karl Pearson, Fisher, and Egon Pearson by his
correspondence and contacts with them. It is difficult to imagine biometry
developing into (a branch of) mathematical statistics without Gosset’s
participation.

The book describes his life, work and correspondence with the three main
chapters properly given over to his relations with the abovementioned
scholars respectively. The book is generously interspersed with passages



from Gosset’s correspondence and a helpful general commentary is
provided. However, the “Student distribution” is not written out and
Gosset’s part in establishing the independence of the sample parameters of
the normal distribution is not described. And contemporary Russian
statisticians are virtually non-existent. Then, the Editors should have
indicated what exactly is new as compared with Egon Pearson’s articles of
1939 and 1968. Gosset’s (or rather Student’s) Collected Papers (1942 and
1958) are listed in the Bibliography, but his individual articles are not, and
this is a serious deficiency. References to several contributions by Laplace
and Gauss are given without mentioning their collected works.

Math. Rev., 1994k:62001

E. S. Pearson, M. G. Kendall, Editors: Studies in the History of
Statistics and Probability. London, 1970
This is a collection of reprints of 29 papers published 1906 — 1968, mostly
in Biometrika. These may be separated under three headings: the prehistory;
the 17" and 18" centuries; and the Biometric school. As the Editors say in
their Preface, English statisticians became interested in the history of their
science after Karl Pearson, in the 1920’s, had given a series of pertinent
lectures, and they hope that these lectures will be available [published in
1978].

Among others, the first group of papers includes F. N. David, Dicing and
gaming; M. G. Kendall, The beginnings of a probability calculus, and
Where shall the history of statistics begin; and A. M. Hasover, Random
mechanisms in Talmudic literature. David believes that religious ceremony
and superstition had impeded the origin of the theory of probability; any
attempt at forecasting the throw of dice for purposes of divination would
have been interpreted as impiety. Kendall, in his first paper mentioned, is of
the same opinion. He also remarked that in the 16" c. the Catholic Church
had banned insurance of life. However, in the 18™® c., scientists, who had
always striven to cognize the laws of nature, began to apply stochastic
reasoning. Hasover indicates that the casting of lots was made use of in
Judaism and for the division of Israel. In his second paper Kendall
maintained that political arithmetic including insurance of life actually
originated in 1660 (i. e., with John Graunt [who had not however studied
insurance]). Without denying the fundamental importance of Graunt’s work
I add that a sample estimation of harvest is known to have been made in
1648 [1] [and that in England sampling for assaying the new coinage goes
back to the 13" c.].

In the second group I single out the papers of M. Greenwood, Medical
statistics from Graunt to Farr (a detailed description of the work of Graunt,
Petty, Halley, of a number of English statisticians up to Farr inclusively,
and of Struick, Deparcieux and Siissmilch); R. L. Plackett, The principle of
the arithmetic mean (the treatment of astronomical observations by
Ptolemy, Tycho Brahe, the memoirs of Simpson and Lagrange); A. R.
Thatcher, On the early solutions of the problem of the duration of play (De
Moivre, Niklaus Bernoulli, Montmort); E. Royston, On the history of the
graphical representation of data (statistical diagrams of A. F. W. Crome and
W. Playfair); Kendall, Th. Young on coincidences (a derivation of the
Poisson law with unit parameter in 1819); Todhunter’s History (a short
biography of Todhunter in connection with its centenary); and Edgeworth;
H. L. Seal, Historical development of the Gauss linear model; Sheynin, On



the early history of the law of large numbers; and Karl Pearson, Notes on
the history of correlation.

The articles of Plackett, Thatcher, Royston and Kendall’s second paper
are very short. Plackett does not reveal Simpson’s part in the error theory
and does not at all mention Lambert. Thatcher has not sufficiently described
De Moivre’s achievements and Royston’s narrative is too restrictive: she
does not consider the so-called tabular direction in Staatswissenschaft, nor
does she say that graphs of statistical data included those of empirical
distribution functions (Huygens, 1669). In the history of probability
Todhunter is known not less than Laplace is in probability proper. Kendall
argues that Todhunter’s book is important for contemporary readers and
lists the other works of his hero.

Edgeworth (1845 — 1926) was one of the first to apply mathematics in
economics and he also published many writings on the theory of
probability, statistics and error theory. He was Pearson’s predecessor in that
he paved the way for the spread of the ideas of the Biometric school. [His
collected works appeared in three volumes in 1996.]

Seal provided a broad essay on the findings of Gauss, Cauchy, Bienaymé,
Chebyshev, Karl Pearson, Fisher and other scholars. He formulated
interesting conclusions including a passage about the reasons for the
insufficient use of the theory of errors by the founders of mathematical
statistics. Regrettably, he did not study the 18" ¢. when linear methods first
came to be widely used for treating observations.

Pearson devoted his paper to correlation in the classical error theory and
in Galton’s work. He made an interesting statement about the different
understanding of independence in the theory and in mathematical statistics.
This is only one of the aspects describing the gap that gradually took shape
between these two disciplines. I indicate Pearson’s disappointing mistake
(p. 185): Gauss based the theory of errors on the normal law in 1809 rather
than in 1823 — 1826.

I especially mention that the book includes the reprint of the first part of
Bayes’ Essay towards solving a problem in the doctrine of chances (1764)
with a biographical note by G. A. Barnard and a translation of Daniel
Bernoulli’s memoir (1778) with Euler’s commentary of the same year and
an introductory note by Kendall.

A great many books were written about Bayes’ philosophical concepts,
but his memoir is hardly known. For some reason pt. 2 of the memoir
(1765) is attributed here to Price (p. 133) who had indeed communicated
both parts (after Bayes’ death) and supplemented them by lengthy
commentaries. In pt. 1 Bayes for the first time applied the B distribution. In
his pt. 2 he considered the case of a large number of trials and he could
have arrived at a limit theorem (but apparently did not want to). Also there
he introduced curves later called after Pearson (Types I and II).

In studying the treatment of observations, Bernoulli formulated the
principle of maximum likelihood (due to Lambert). Assuming that the
distribution of errors was an arc of a parabola, he arrived at a statistic for
which the posterior weights of the observations increased to the tails of the
arc. This would have appeared unusual, but Euler mistakenly concluded that
the weights possessed a contrary property. Rejecting maximum likelihood
but retaining Bernoulli’s distribution law, he estimated the location



parameter sought by means of a statistic which, practically speaking, led to
the arithmetic mean and [indirectly] to the principle of least squares.

The third group of papers includes a number of important writings on the
history of the Biometric school (detailed biographies and description of the
work of leading scientists, continuity of ideas).

The book lacks indices. There are no references to later literature or to
the other pertinent papers in Biometrika. Nevertheless, it is undoubtedly
valuable not only for historians of mathematics, but also, as it seems, for
statisticians.

Akty Khoziastva Boiarina V. I. Morozova (Documents of the Boyar
Morozov Economy), pt. 1. Moscow — Leningrad, 1940, p. 100.

NKzR, A1971, No. 9, pp. 21 - 24

Pechenkin, A. A.: Mandelstam — R. von Mises correspondence.
Istor.-Matematich. Issled., Ser 2, 4 (39), 269 — 276 (1999)

The author describes the extant correspondence (27 letters from the
physicist Mandelstam, 1879 — 1944, and 12 from his wife, written in 1918 —
1937, to Mises, none from Mises) kept at Harvard Univ., and the cordial
relations between the two scholars who first met in 1909 at Strasbourg.

Mises influenced Mandelstam both as a Machian and as the originator of
the frequentist theory of probability. The author believes that the
correspondence was discontinued because of the Great Terror (1936 —

1938) and notes that in 1927 — 1928 Mandelstam supervised the work of
Boris Hessen (executed in 1937) on the Mises concept of probability.

Zentralblatt MATH 970.01017

Pelzer, Hans: Detection of errors in the functional adjustment model.
Deutsche Geodit. Kommission Bayer. Akad. Wiss., A98, 61 — 70 (1983)
The author discusses least square adjustment of geodetic data containing
systematic errors. In case the distrurbance parameters may be considered as
random variables with zero expectations and known covariance matrix, they
can be included in the adjustment of indirect observations. If information on
the parameters is lacking, there is a possibility of applying a significance test
for their presence; a simple indicator of these disturbances is provided by the
ratio of the empirical variance of unit weight to its theoretical value. The latter
quantity (002), however, is rarely known. Finally, when conditional
observations are adjusted, the author recommends studying discrepancies (w;)
and, in particular, testing their approximate normality: w; ~ N(0; 6¢°).

Zentralblatt MATH 534.62070

von Plato, Jan: Creating Modern probability. Its Mathematics, Physics
and Philosophy in Historical Perspective. Cambridge (1995)

The subject of this book is probability from 1900 onward with emphysis being
laid on statistical physics, quantum theory, Mises’ frequentist theory, the
measure-theoretic approach and subjective probability and exchangeability. A
supplement on Oresme’s understanding of the relative frequencies of rational
and irrational numbers is appended. The author looked up many sources in
Russian and Swedish and some archival materials.

The history of random processes is not studied comprehensively, chaos
theory is left out and explanatory notes for non-physicists are missing. The
main deficiencies, however, stem from the author’s superficial knowledge of
the history of classical probability and tacit refusal to search for continuity
between old and new. Then, there are many repetitions of statements, many
linguistic errors and the sentences are often short and jerky.



Examples of mistakes and omissions: Buffon needle problem of 1777 (p. 5)
is several decades older; Boole and Lomnicki are not mentioned in discussing
the history of axiomatizing probability (p. 32); the notion of true value is not
obsolete (p. 73); metrologists still use it having independently defined it (as
Fourier did) as the mean of an infinitely large number of observations; the
Ehrenfests’ urn model (p. 92) was first considered by D. Bernoulli, then by
Laplace; Markov (pp. 132 — 133) had begun work on his chains in 1906 rather
than in 1908, and the term Markov chains appeared in 1926 rather than in the
1930s; the probability of the next sunrise (p. 165) was first discussed by Price;
an erroreous description of the Poisson theorem by Mises is repeated without
comment (p. 182); normal numbers (p. 193) were intuitively anticipated by
Lambert; the history of exchangeability (p. 246) should begin with Chuprov
(Seneta 1987).

The author avoids referring to the reviewers papers on Newton (p. 5) and
Poincaré (p. 170) and excessively praises another author (Schneider, see Zbl
681.01001).

Zentralblatt MATH 829.01012

Porter, Theodore M.: The Rise of Statistical Thinking 1820 — 1900.
Princeton (The University Presses of Columbia & Princeton), 1986
The book consists of four parts: The social calculus (political arithmetic —
the rise of statistics in the 1820s — Quetelet and Buckle — English scholars
of the mid-century — Cournot — Fries); The supreme law of unreason (the
normal law — the study of variations — the penetration of the statistical
method into physics (Maxwell and Boltzmann) and biology (Galton)); The
science of uncertainty (criticisms of Quetelet — the free will — the time’s
arrow — Peirce’s philosophy); and Polymathy and discipline (various points
of view about statistics — its connection with the theory of errors — the study
of statistical series (Dormoy and Lexis) — Edgeworth — the Biometric school
(Galton and Pearson)).

The author pays special attention to the social and political background
against which statistics had developed and to the ideological views of his
heroes. This is the most [the only] valuable feature of his book. Together
with C. C. Gillispie, I. Hacking and D. Mackenzie he follows the ‘social’
line originated by K. Pearson. However, I take issue about many points.

The arrangement of the material is such that many subjects are discussed
discontinuously; there is no general list of references, and, in a nasty
tradition, the exact sources of the epigraphs are not given. Some assertions
are repeated in part (on Fourier, pp. 28 and 97, on Galton, pp. 8, 139, 271);
other remarks are even contradictory (on Quetelet, pp. 42 and 46, on the
founders of mathematical statistics, pp. 3, 68, 312, 314) so that the author
does not present a precise view on some important subjects, witness also his
discussion of amassing observations, pp. 152, 155, 162, and the lack of his
own definition of statistics.

The exposition could have been more coherent. De Moivre’s ideas on
statistical regularity (p. 50) are not linked with his understanding of
randomness; the recognition of such regularity by Dickens is regarded with
surprise (p. 57) although later Tolstoy and Dostoevsky expressed similar
thoughts; Fourier is unreservedly called a physicist (p. 28); Pearson’s idea
of causation being the limiting form of correlation (p. 298) is only
mentioned in passing. The influence of Poisson, Bienaymé, Chuprov and
Markov is not studied (cf. below).



Several branches of science (astronomy, medicine, meteorology) are
treated insufficiently; thus, the study of statistical regularities in the solar
and stellar systems and that of correlative relations in medicine in 1865 —
1866 are not taken up, and the disciplines which emerged in the 19" century
and were (and are) directly connected with statistics, such as climatology,
geography of plants, epidemiology, public hygiene and stellar statistics are
not even mentioned.

The exploratory data analysis is not mentioned either, although it is now
considered as an integral part of statistical studies. The introduction of
isotherms (Humboldt) and the discovery of anticyclones (Galton) were the
fruits of this analysis.

The work of Quetelet is explained faultily. That he carefully studied the
writings of the French scholars (p. 43) is a mistake. The author does not
improve Quetelet’s notion of the homme moyen as it is usually done by
referring to the Poisson form of the law of large numbers; and neither
Quetelet’s religious views or his urge to unify population statistics are
mentioned.

Mathematics and its history is rendered much too inaccurately. When
discussing the difference between the theory of errors and mathematical
statistics, the author says nothing about estimating the parameters of
distributions; the studies of the coefficient of dispersion by Chuprov and
Markov are dismissed as being purely mathematical (p. 254) whereas
exactly these studies allowed a rigorous use of this coefficient and thus
constituted a contribution to early mathematical statistics. Historical
remarks on the theory of errors (pp. 236, 245, 266, 295) are either wrong or
leave a false impression; some of Laplace’s thoughts are described
incorrectly (pp. 73, 94); De Morgan’s remarks on the benefits of insurance
(p. 76) are not traced to Laplace; the first appearance of the normal
distribution and De Moivre’s results and ideas are described wrongly (pp.
93, 94) and the coining of the term itself is not attributed to Peirce (p. 13);
Maxwell’s statistical research is incorrectly even if tentatively connected
with his study of Saturn’s rings (p. 124); the distribution of the free paths of
molecules is wrongly identified with the Poisson law (p. 117) etc, etc. Six dates are
wrong (pp. 12, 95, 247) and in some instances the mathematical expressions are
careless (pp. 96, 117, 271). Graphical methods of statistics are not discussed.

There are no references to Humboldt; Chuprov (cf. above) and Kendall are
forgotten. From my series of papers in the Archive for History of Exact Sciences
on the history of statistical method only two out of the four published before 1985
are mentioned — politely, but not really used. I am compelled to say that the book
might mislead the uninitiated and that its importance is limited [the book is at best
useless].

Centaurus, vol. 31, 1988, pp. 171 — 172

Porter, Theodore M.: Statistics and physical theories. In Nye, Mary Jo,
ed. The Modern Physical and Mathematical Sciences. Cambridge, 488 -
504 (2003)

This is an unworthy essay dealing with the work of Maxwell and Boltzmann
and emphasizing that these scholars noted the similarity of molecular
regularities with those discovered in moral statistics. However, they never
attributed free will to molecules, and, more to the point, Boltzmann also
remarked on the similarity between physics and the movement of population.
And lacking here is the statement that the connecting link was the regularity
inherent in mass random events.



There are many more superficial utterings which I am now complementing.
Thus, the assumptions introduced by Maxwell when deriving his distribution
were weakened by Kac and Linnik (independently). Clausius was content to
introduce the mean velocity of molecules, but, at that time, the transition from
mean values and states to distributions was just beginning in many branches
of natural sciences then being penetrated by statistics. Two different physical
definitions of probability were indeed introduced, but the ensuing ergodic
hypothesis is not mentioned. Admiring Maxwell, Boltzmann was nevertheless
dissatisfied with the shortness of his contributions.

Boltzmann invoked probability to confine uncertainty; yes, but stochastic
considerations are indeed aimed at discovering the laws of chance, so this
statement tells us nothing new. Quetelet was a bureaucratic reformer? Perhaps
conservatively inclined, but he was convinced that statistics could foster social
development and believed in a near better future for mankind.

Zentralblatt MATH, to appear

Porter, Theodore M.: Karl Pearson’s Utopia of scientific education.
From graphical statics to mathematical statistics. In: Seising, Rudolf, ed.,
et al, Form, Number, Order [see further bibl. inform. in Hashagen], 339 —
352 (2004)

The author states that at the beginning of his career Pearson strove to
transform technical education into a union of teaching and research and that
he chose geometry in general and geometric statics in particular as a suitable
tool for his goal. Then Pearson offered statistics as a wide field for applying
graphical methods and began his studies of biological problems by
geometrical means. Porter told much the same story in his book (see next
Item). On p. 339 the author indirectly called Pearson rather than Fisher the
founder of modern mathematical statistics which is quite wrong.

Zentralblatt MATH 1072.01016

Porter, Theodore M.: Karl Pearson. The Scientific Life in a Statistical
Age. Princeton and Oxford: Princeton University Press, 2004. Pp. viii +
342.

Born 150 years ago, Pearson (1857 — 1936) was an English applied
mathematician, biologist and philosopher, but, above all, the cofounder of
biometry, the main branch of the later mathematical statistics.

In 1875 Pearson entered King’s College in Cambridge and took his degree
with mathematical honours in 1879. In 1877, he entered a period of religious
doubts and began to study philosophy, especially Spinoza and German
philosophers. Until 1884 he had also been undertaking literary, historical and
political efforts and came to regard science as description of phenomena.
Porter (p. 64) believes that Pearson reached this Machian conclusion all by
himself.

In 1880 Pearson began calling himself a socialist, soon exchanged a few
letters with Marx, thought of translating Das Kapital (the author declined) and
was studying the social and economic role of religion, especially in medieval
Germany. These pursuits led Pearson to consider, in 1880 — 1884, the
possibility of lecturing in German literature and history at Cambridge and in
any case in 1882 he supported himself by lectures on German medieval and
Reformation history and the role of science and religion in society. Religion
he defined as the relation of the finite to the infinite (Porter, p. 111). Porter (p.
93) remarks that Pearson “was a born historian” and that his pertinent writings
were “deeply researched and startlingly original”. He (p. 118) also tells us that



“at this time Pearson was immensely busy with the most exciting
mathematical work of his life”” but provides neither its date (perhaps 1883) nor
title and I did not find anything suitable.

In 1884 Pearson became Professor of applied mathematics at University
College London. Next year he established a Men and Women’s Club which
existed until 1889 and discussed all issues concerning women and the
relations between the sexes.

During these years up to roughly 1893 Pearson actively worked on
mathematical physics and stated extremely interesting ideas (‘“negative
matter” exists in the universe; “all atoms ... appear to have begun pulsating at
the same moment”; gravity results from the curvature of space) but he did not
mention the Riemannian space. Porter cites some of these statements but does
not connect them with modern concepts. Thus, on the contrary, curvature of
space is now thought to result from forces acting there.

As to his professorial duties, Pearson widely used graphical methods in
statics and “as a corollary” (Porter, p. 216) began to investigate the same
methods in statistics which he came to consider as a general scientific tool and
thus certainly useful and conforming to his ideas about broad learning. “In the
early 1890s statistics was especially appealing to him as a bastion of support
for the creed of science” (Porter, p. 288).

Pearson continued in the same vein after having been appointed, in 1891,
Professor of geometry at Gresham College in London. Soon, however,
“evolutionary discussions” (Porter, p. 237) with the zoologist Weldon and
Galton’s contributions turned Pearson’s attention to biology and to eugenics
in particular, hence to its study by statistical means. In eugenics, Pearson
advocated scientific planning, reasonably thought that “nature was more
powerful than nurture” and endorsed state intervention in human reproductive
decisions (Porter, pp. 280 and 278). Following now is my own discussion of
Pearson’s work in statistics.

At the very end of the 19 century the much older Galton, Pearson and
Weldon established the Biometric school that aimed at justifying natural
selection by statistical studies. Weldon, however, died in 1906 and Pearson
became the head of the new school and chief (and for many years the sole)
Editor of their celebrated periodical, Biometrika. In 1901, an editorial in its
first issue stated that “the problem of evolution is a problem in statistics™;
although Darwin’s theory of descent lacked mathematical conceptions, his
every idea “seems at once to fit itself to mathematical definition and to
demand statistical analysis”. Much later Pearson (1923, p. 23) stated that “We
looked upon Charles Darwin as our deliverer, the man who had given a new
meaning to our life and to the world we inhabited”.

Pearson advanced the theory of correlation, issued a large number of
statistical tables, studied a number of distributions (partly recommended by
himself) and the estimation of their parameters, but his most important single
contribution was the introduction of the chi-squared test for goodness of fit.

In spite of his studies of history, Pearson had not thought about Continental
statisticians who had been working on population statistics. Quetelet, the most
influential statistician of the 19™ century (whom Pearson praised for his
efforts) was a true-blue believer and never ever mentioned Darwin. However,
important developments were taking place on the Continent since 1877 and
for a number of years Chuprov had been attempting to bring together the
Biometric school and the Continental direction of statistics. Slutsky, in a letter



of 1912, stated that Pearson’s shortcomings were temporary and that a
rigorous basis for his writings will be created in due time (Sheynin 1996, pp.
45 - 46).

A serious case in point was that biometricians substituted frequency for
probability and failed to distinguish, in their writings, between sample and
theoretical parameters (in part, possibly because of Pearson’s Machian views)
so that European statisticians regarded Pearson with contempt. “The notions
of the logical structure of the theory of probability, which underlies all the
methods of mathematical statistics, remained [in England in 1912] at the level
of eighteenth century results” (Kolmogorov 1948, p. 68).

An example of Pearson’s misguided opinion about a historical event is his
statement (1925) to the effect that Bernoulli’s law of large numbers is too
week and may be compared with Ptolemy’s wrong system of the world.
Strangely enough, this paper appeared while he had been delivering lectures
on the history of statistics “against the changing background of intellectual,
scientific and religious thought” (1978). There, on p. 1, he owned that it had
been “wrongful ... to work for so many years at statistics and neglect its
history”.

It is generally agreed that at the very least Pearson paved the way for Fisher
to construct modern mathematical statistics and that he was a difficult man to
get on with. Thus, “Between 1892 and 1911 he created his own kingdom of
mathematical statistics and biometry in which he reigned supremely,
defending its ever expanding frontiers against attacks (Hald 1998, p. 651).
Here is one more statement: “He was singularly unreceptive to and often
antagonistic to contemporary advances made by others in [his] field. [Because
of this] the work of Edgeworth and of Student, to name only two, would have
borne fruit earlier”; Fisher, letter of 1946, quoted by Edwards (1994, p. 100).
In any case, Pearson, in a letter of ca. 1914, wrote to Oskar Anderson that
“Student ist nicht ein Fachmann” — Student, who by that time published five
papers in Biometrika! Fisher (1937, p. 306) also left a most serious charge:
Pearson’s “plea of comparability [between the methods of moments and
maximum likelihood] is ... only an excuse for falsifying the comparison ...”

There exist testimonials of another kind as well. “I came in touch with
[Pearson] only for a few months, but I have always looked upon him as my
master, and myself, as one of his humble disciples”’; Mahalanobis, in a letter
of 1936, quoted by Ghosh (1994, p. 96). And here is Newcomb (who never
was Pearson’s student) in a letter to him dated 1903 (Sheynin 2002, p. 160):
“You are the one living author whose production I nearly always read when I
have time and can get at them, and with whom I hold imaginary interviews
while I am reading”.

Pearson (1887, pp. 347 — 348) opposed revolutions and (1978, p. 243)
unfavourably mentioned Lenin: Petrograd (as it was called during 1914 —
1924) “has now for some inscrutable reason been given the name [Leningrad]
of the man who practically ruined it”.

Now, since Lenin (1909, pp. 190 and 274) called Pearson an enemy of
materialism and a Machian, Soviet statisticians had been considering him
almost as an enemy of the people. Here is a prime example (Maria Smit 1934,
pp. 227 — 228) containing a most vulgar utterance: Pearson’s curves are based
“on a fetishism of numbers, their classification is only mathematical.
Although he does not want to subdue the real world as ferociously as Gaus
[yes, this is her spelling] attempted it, his system nevertheless only rests on a



mathematical foundation and the real world cannot be studied on this basis at
all”.

For Porter (p. 309), Pearson is almost a tragic figure: the founder of what
“symbolizes ... the utter impersonality of science”, but the “other”, the
forgotten Pearson stands for “generality and wisdom” (p. 314). I doubt that
such a contradistinction is justified and in any case tragic, in a sense, were
scholars and philosophers from Plato to Tolstoy and Darwin to Einstein.
Darwin (1871, p. 188) believed in the forthcoming international brotherhood
of mankind, Einstein denied randomness in the microcosm.

Porter’s Bibliography is not updated, even the two 1991 editions of
Pearson’s Grammar of Science (Bristol and Tokyo) are missing; it fails to
mention many important items but includes worthless books (Desrosieres).
References cited in footnotes (Einstein, Fisher) are absent there and some
authors (Hald) are not included in the Index. The dates of the original
publication of translated books are not provided.

Porter, who compiled his book after “eight years of research” and calls
himself a historian (pp. 310 and 305), heaps details upon meandering details
through which the reader has to squeeze himself but he fails to provide
important facts. Indeed, I have to add that Pearson was elected to the Royal
Society (1896) and invited by Newcomb, the President of the then
forthcoming extremely prestigious International Congress of Arts and
Sciences (St. Louis, 1904), to report on the methodology of science. Pearson
declined for personal reasons (Sheynin 2002, pp. 143 and 163, note 8). Then,
Pearson held that unmarried women may exercise sexual freedom and at least
in England the change from condoning associations with prostitutes to
regarding it as degrading was largely due to “men like Pearson” (Haldane
1957, p. 305).

I continue. Epigraphs are not properly documented and there are wrong or
meaningless statements. Thomson & Tait’s most influential treatise is called
“standard Victorian” (p. 199); there exist “lines and other curves” (p. 259);
“even mathematics” cannot prove the fourth dimension (p. 37); the theory of
errors is poorly treated on pp. 257 and 259. And of course invited specialists
should have dealt with mathematical physics and statistics. The book under
review is of limited value mostly justified by passages from numerous
archival sources.
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Hist. Scientiarum, vol. 16, 2006, 206 — 209

Pressat, Roland: Christian Huygens et la table de mortalité de
Graunt. Math. Sci. Hum. 153, 29 - 36 (2001)

The author describes Huygens’ study of mortality (use of Graunt’s table of
mortality; correspondence with his brother Lodewijk and the introduction of
probable and mean durations of life; appearance of conditional probability
and conditional expectation).

No references to Huygens are provided and the year when his
correspondence with Lodewijk had taken place (1669) is not mentioned. I
have put on record the introduction of the conditional notions by Huygens
(Arch. Hist. Ex. Sci. 17, 1977, pp. 241 and 249).

Zentralblatt MATH 988.01003

Pritchard, Chris: The contributions of four Scots to the early
development of statistics. Math. Gaz. 76, No. 475, 61 — 68 (1992)

The Scots are John Sinclair, William Playfair, John Arbuthnot and James
Stirling. The description is too short while the account of Stirling contains
errors and does not (and could not have) presented him as a statistician.

Zentralblatt MATH 751.01008

Pritchard, Chris: Bagatelle as the inspiration for Galton’s quincunx.
BSHM Bull. 21, 102 - 110 (2006)

The essence of this paper is included in the author’s doctoral thesis of 2005.
It considers how Francis Galton came to devise the quincunx that simulated
the effect of a large number of Bernoulli trials to yield an empirical normal
curve. It suggests that the likely inspiration for the design was the popular
bagatelle, a version of billiards with holes instead of pockets. The author
traces the history of the bagatelle, notes its appearance in the Pickwick
Papers, and the use of the word guincunx in the 17" century England to
describe an arrangement of four trees forming a square and a fifth one in its
centre, which reminded Galton of the design of a Roman coin.

Pritchard (p. 104) also called S. M. Stigler’s History of Statistics.
Cambridge, Mass., 1986, incomparable. Exactly, since Srtigler is the sole
author who dared to ridicule Gauss, se for example my review of Krengel.

Zentralblatt MATH 1101.01006

Rabinovitch, Nahum L.: Early antecedents of error theory. Arch.
Hist. Ex. Sci. 13, 348 — 358 (1974)

Legal problems and rituals of Judaism demanded measurements of
distances and areas. The author believes that the estimation of the errors of
such measurements and discussion of their possible sources, already present
in the Talmud, represented facts known to ancient surveyors. The measure
of volume mentioned in the Talmud, a hen’s egg, was defined as the mean
between the largest and the smallest of them.



The author maintains that the Rabbibic literature contains direct and
oblique formulations of the stochastic properties of typical random errors of
measurement and in this connection he discusses the considerations of Levi
Ben Gerson, a 14" century Rabbi and astronomer regarding the
experimental method in science.

Matematika 6A43

Ramsey, F. P.: Philosophical Papers. Editor, D. H. Mellor.
Cambridge, 1990.
Ramsey (1903 — 1930) wrote about 30 papers on philosophy of science,
mathematical logic and mathematical economics. The editor of this book
(who is also the author of its valuable introduction) selected for publication
the philosophical and logical works of Ramsey all of which however had
already appeared in at least one of his two previous collections of articles.
Ramsey’s contributions are extremely valuable even now; moreover, in
many instances his contemporaries did not grasp their importance. On the
other hand, Ramsey had no time to prepare some of his last notes for
publication. Philosophy of probability is a special topic of his works.

Zentralblatt MATH, 713.01019

Rao, C. Radhakrishna: Statistics as a last resort. In Ghosh, J. K., ed.,
et al, Glimpses of India’s Statistical Heritage, 153 — 213. New Delhi
(1993)

This is a scientific autobiography written not later than in 1991 and
complemented by a list of Rao’s works (11 books and 100 articles). His Sel.
Papers in 5 vols with a complete bibliography is being prepared by the
Indian Statistical Institute where he worked from 1941 to 1978 (formally,
until 1984) having been its Professor (1949 — 1972) and Director (1972 —
1976). After 1978 Rao works in the USA but visits India every year.

Upon graduating from Andhra Univ., Rao (b. 1920) was unable to find a
job and statistics occurred to be his last resort. He describes his main results
achieved over several decades and meetings with other leading statisticians
(Neyman, Linnik, and especially Fisher). He notes that numerous obstacles
and sensitive issues ... in the context of the complex socio-economic-
political-linguistic milieu in India had delayed his work and quotes Fisher
as saying that he sets great store by numerical work rather than by imposing
formulae.

Zentralblatt MATH 829.01023

Rao, C. Radhakrishna: Statistics must have a purpose, the
Mahalanobis dictum. Sankhya, ASS, 331 - 349 (1993)

This is a slightly expanded version of a paper published in Bull. Intern. Stat.
Inst. No. 1, 21 — 36 (1993). The author describes the life of Mahalanobis
and his work in multivariate methods in taxonomy, sample surveys and
econometry and quotes his hero and other scholars (Haldane, Hotelling,
Deming, and especially Fisher). He states that Apart from his work in India,
Mahalanobis [was] one of the pioneers, who, along with Pearson, Fisher,
Neyman and Wald, laid the foundations of statistics as a separate
discipline. Mahalanobis himself declared that the only justification of
statistics lies in the help it can give in solving a problem ... statistical theory
is not a branch of mathematics. ... Mathematical statistics as a separate
discipline cannot simply exist. The two passages seem to contradict each
other.

Zentralblatt MATH 811.01003



Rao, C. Radhakrishna: R. A. Fisher, The founder of modern
statistics. In C. R. Rao, ed., et al, Statistics for the 21* Century.
New York, 2000, pp. 311 - 350
This essay first appeared in Stat. Sci., 7, 1992, pp. 34 — 48; now, it
additionally carries an Addendum on Fisher’s work on multivariable
methods.

Fisher’s one-time student, the author has been “largely influenced” by his
teacher’s ideas. He indicates Fisher’s shortcomings (cryptic style; omission
of intermediate calculations; lack of some rigorous proofs) and states that
some of his findings turned out less generally valid than Fisher had claimed.
At the same time Rao notes the variety and depth of Fisher’s writings and
regards him as the originator of modern statistics.

Briefly discussing Fisher’s results, he concludes that the establishment of
the design of experiments was the most outstanding contribution of his hero
to statistics, and he approvingly quotes Fisher to the effect that no
monolithic structure of statistics is possible.

Zentralblatt MATH, 1030.01032

Rashed, Roshdi: Kombinatorik und Metaphysik. In: Thiele, Riidiger,
ed. Festschrift zum siebzigsten Geburtstag von Matthias Schramm.
Berlin, 37 - 54 (2000)

The author traces the birth of combinatorial analysis. Ibn Sina formulated
the philosophical principle of emanation from the One to the entire world.
Then, At-Tusi (1201 — 1274) examined this principle mathematically; when
calculating sums of binomial coefficients he applied the appropriate
summation identity. He was also the follower of Al-Halil Ibn Aimad (718 —
786) who used the combinatorial approach for solving linguistic problems,
and Al-Karagi (died 1030) who discovered the arithmetic triangle. Finally,
Al-Halabi (died 1549) devoted a book to combinatorial analysis which
contained several summation identities involving binomial coefficients.

The early history of combinatorial analysis should also include the
relevant achievements made in India and in China as well as the works of
Levi Ben Gerson and Al-Kashi. And, not later than in the gth century a
Jewish author described by elementary combinatorial means how the 22
letters of the Hebrew alphabet had created the world (Rabinovitch, N. L.,
Probability and Statistical inference in Ancient and Medieval Jewish
Literature. Toronto, 1973, p. 143).

Zentralblatt MATH 972.01010

Rice, Adrian: ‘Everybody makes errors’. The intersection of De
Morgan’s logic and probability, 1837 — 1847. Hist. Philos. Log. 24, 289
- 305 (2003)

In spite of its title, the paper describes De Morgan’s entire work on the
application of probability to logic as well as his efforts to simplify
Laplace’s oeuvre and his merits in furthering the actuarial science. The
author concludes that his hero had attempted to evaluate the likelihood of
logical deductions (thus actually following Leibniz’ thoughts!) but that he
later moved away to philosophy so that this direction of his work did not
essentially influence subsequent events.

I note that in 1864 (Trans. Cambr. Phil. Soc. 10, p. 421) De Morgan
declared that if the probability of a certain event was 2.5, it will happen
twice with an even chance of happening a third time. Confidence in his
work in probability is thus undermined.



Zentralblatt MATH 1049.01013

Rohrbasser, Jean-Marc; Véron, Jacques; Préface, Marc Barbut:
Leibniz et les raisonnements sur la vie humaine. Paris, 2001
This is a discussion of Leibniz’ manuscripts on mathematical demography
and its application to the evaluation of life annuities, all of them written in
1680 — 1683 (except for one dated 1675) and only published in the 19"
century or later; in some cases the dates of the first publication are not
provided. One of the manuscripts, the “Essay de quelques raisonnemens
nouveaux sur la vie humaine et sur le nombre des hommes”, is reprinted.

The authors (p. 75) stressed that Leibniz had preferred deduction to
statistical data but did not mention his relevant correspondence with Jakob
Bernoulli, neither had they compared Leibniz’ thoughts about randomness
(pp. 73 — 74) with the “Laplacean determinism”. They (p. 85) connected
Leibniz’ reasoning on the value of life annuities with his theory of monads
(which was far-fetched), paid scant attention to political arithmetic in
general although this was the subject of Leibniz’ reprinted “Essay” and
their commentary lacked modern notions of mathematical statistics.

Zentralblatt MATH, 1054.01006

Salles, Maurice: The launching of ‘social choice and welfare’ and the
creation of the ‘society for social choice and welfare’. Soc. Choice
Welfare 25, 557 — 564 (2005)
The author discusses the appearance of the economic discipline previously
(in the 1970s) called Social choice and welfare and he refers to P. K.
Pattanaik & M. Salles’ book thus entitled (Amsterdam 1983). He does not
describe the essence of either the discipline or the book but mentions in
passing that Condorcet and Borda studied voting procedures from a
mathematical standpoint. The author is Secretary of the Society for Social
Choice and Welfare (established 1992) whose prehistory consisted in
launching a periodical of the same name.

Zentralblatt MATH, 1103.01016

Sarkar, Sahotra: J. B. S. Haldane and R. A. Fisher’s draft life of Karl
Pearson. Notes Rec. Roy. Soc. Lond. 49, 119 - 124 (1995)
Edwards described Fisher’s contribution on Pearson for the Dict. Nat.
Biogr. (withdrawn by the author before publication) and his correspondence
with Legg, the Editor of the Dictionary. Here, evidence is presented
suggesting that it was Haldane who advised Legg to reject Fisher’s (yet
unwritten) entry. The relations between Fisher and Haldane are also
discussed.

Zentralblatt MATH 813.01015

Schilar, H.: Optimization and political economy. In Shatalin, S. S.,
ed. Economic-Mathematical Models and Methods. Coll. of Scient.
Works. To the Memory of L. V. Kantorovich. Voronezh, 33 — 39 (1989).
In Russian
The author believes that the determination of optimal values in economics
can be fully utilized only in a society with a planned economy and that, as
Kantorovich stated, linear programming had influenced the political
economy of socialism. The author lists several problems connected with
optimization, viz., the study of 1) The relation between particular economic
problems as well as between them and the general management of the
economy; and 2) The relation of the obtained theoretical estimates of the
price of commodities to their actual prices (fixed by the government).



Zenralblatt MATH 802.01014

Schneider, Ivo (Editor): Die Entwicklung der
Wahrscheinlichkeitstheorie von den Anfingen bis 1933:

Einfithrungen und Texte. Darmstadt: Wissenschaftliche
Buchgesellschaft, 1988.

This is a source-book containing (fragments of) classical works and
introductions to its 11 chapters (games of chance up to the 17th c.; the
notion of the probable; probability before Laplace; the law of large numbers
(LLN) and the central limit theorem (CLT); applications to mortality; to the
theory of errors; to physics; mathematical methods; axiomatization; Markov
chains and processes; celebrated problems). The sources are mostly in
German (they include existing and ad hoc translations), but English
contributions not previously done into German are left intact. No claim is
made about comparing new translations from Latin with those into English
or French.

Bibliographic information is incomplete: it is difficult to identify the
original texts of some fragments (on pp. 74 — 75 these are taken from §§39,
40 and 43 of Cournot, 1843, but only §39 is mentioned); in many instances
only the first, hardly available edition of a source is referred to (p. 41);
sometimes (pp. 9, 44, 186) the language of the source is not stated; and
even the main commentators of classical works are not named. True (p. VI),
the Editor intends to do so, and to supply much more meaningful
commentaries of his own in a companion volume [that never appeared].

Mathematical statistics is included only in part and such scholars as
Pearson and Fisher are absent. Population statistics except for mortality is
excluded and there are many more omissions: Huygens’ letter on the
emergence of probability; De Moivre’s dedication of his Doctrine to
Newton; the [indirect] anticipation of the method of least squares (Simpson,
Euler); the Ehrenfests’ model and its precursor (the urn problem due to
Daniel Bernoulli and Laplace); the notion of randomness; Cauchy’s work
on the CLT; Michell’s problem; Price, Buffon and Laplace on the
probability of the next sunrise etc. And instead of the luxurious fragments
from Pacioli, Cardano and Tartaglia a few passages from Liapunov should
have been included.

The introduction contains mistakes. Too much stress is laid on Laplace’s
denial of randomness (p. 49); applications of probability to the law are
wrongly claimed to result in the former’s stagnation (p. 50, partly refuted on
p. 487). De Moivre is credited with having proved the De Moivre — Laplace
theorem only in a particular instance (p. 118). In 1969 Schneider knew
better than that! And a common mistake concerning the date of publication
of Arbuthnot’s memaoir is repeated on p. 507. Also, the reader with not find
either the formula of the Bernoulli LLN or the uniform distribution in
connection with mortality, or any recognition of the discovery that some
fundamental laws of nature are stochastic.

Zentralblatt MATH 860.01035

Schneider, Ivo: De Moivre’s central limit theorem and its possible
connections with Bayes’ essay. In: Splinter, Susan, ed., et al, Physica et
Historia. Festschrift for Andreas Kleinert. Acta Historica Leopoldina
45, 155 - 161 (2005)

The essence of this paper is a study of Bayes’ possible relations and
personal acquaintance with De Moivre. I take issue on many points. Jakob



Bernoulli’s theorem is described faultily: no mention is made of his
estimate of the rapidity of the convergence to the limit; and De Moivre’s
formula of his limit theorem is presented wrongly. The dates of the
publication of the Bayes memoir and its supplement are not given (and Phil.
Trans. for 1764 is only correct for the latter). There was no need to prove
that Price was familiar with De Moivre’s work since he indicated its
shortcomings in his covering letter to the Bayes memoir. There was no
competition between Stirling and De Moivre, see the latter’s note of 1733.
And it is strange that Newton is all but absent in the description of De
Moivre’s life and work.

The author had not touched on the quantitative difference between the
results of De Moivre and Bayes. I had described it in Biometrika 58, 234 —
236 (1971) (which Schneider did not cite). Accordingly, I believe that
Bayes rather than Laplace or Poisson completed the pre-Chebyshev stage of
probability theory.

Zentralblatt MATH 1098.01006

Schucany, William R.: Donald B. Owen’s contributions to the
statistics of quality. In Ghosh, Subir, ed., et al, Statistics of Quality.
Dedicated to the memory of Donald B. Owen. New York, 1 -9 (1996)
This is a biography of Owen (1922 — 1991). He taught statistics, (co)edited
statistical periodicals and published eight books and ca. 80 articles (whose
list is appended). Owen is mostly remembered for his handbooks of
statistical tables and distributions and for work on statistical quality control.

Zentralblatt MATH 931.01025

Schwartz, Laurent : Quelques réflexions et souvenirs sur Paul Lévy.
Les processus stochastiques, Coll. Paul Lévy. Palaiseau, 1988,pp. 13
-28
This is a scientific biography of Paul Lévy (1886 — 1971) written by his
son-in-law. Lévy was Professor at the Ecole Polytechnique (1920 — 1958).
For this reason he had almost no disciples and the French university world
did not appreciate him all the more since scholars such as Hadamard and
“Bourbaki” were not really interested in the theory of probability. Lévy was
not elected to the Académie des Sciences until 1964 and his works were
only recognized in France after having been acknowledged by American
mathematicians.

Describing Lévy’s fundamental achievements (though not providing a
bibliography of his writings) and calling him “un virtuose d’acrobatie
mathématique”, the author concludes that the modern theory of probability
was created in the first place by Kolmogorov and Lévy in spite of the
latter’s refusal to make use of such notions as Borel field of events.

Zentralblatt MATH, 658.60003

Seal, Hilary L.: Multiple decrements of competing risks. Biometrika
64, 429 — 439 (1977)

Daniel Bernoulli’s memoir of 1766 and D’ Alembert’s commentary on the
expected increase in the mean duration of life due to inoculation of
smallpox were the first writings to pose and solve the problem of
calculating competing risks. After indicating this fact, Seal briefly describes
the relevant contributions of the mathematical theory of insurance against
disability (19™ and 20" centuries) and argues that they were important for
mathematical statistics in general.

[Pascal’ celebrated Infini-rien wager might have also been mentioned.]



Matematika 6A22

Seneta, E.: On the history of the strong law of large numbers and
Boole’s inequality. Hist. Math. 19, 24 — 39 (1992)

The author describes the contribution of Borel and Cantelli to the discovery
of the strong law of large numbers. He adduces translations of the texts of
two non-mathematical letters written by Slutsky in 1928 and comments on
the later history of the Boole inequality for the probability of the
simultaneous occurrence of a series of events (on its use by Cantelli, its
generalization by Fréchet, 1935, and on its likely influence on Bonferroni,
1936).

It appears that Slutsky, who was the first to notice Borel’s finding, had to
defend the latter at the Congress of Mathematicians in Bologna (1928)
against Cantelli.

In 1923 — 1924 Chuprov maintained that it was impossible to connect
frequency with probability. In 1925 Slutsky echoed this opinion. However,
also in 1925, he declared, referring to Cantelli, that the stochastic limit of a
function was equal to the function of the stochastic limit. And it was
Chuprov who attracted Slutsky’s attention to Cantelli. [See my later paper
Hist. Math. 20, 1993, 247 — 254.] Seneta acknowledged my help in
obtaining important materials, but he was afraid of harming me by stating
expressly that he had received the copies of Slutsky’s letters from me, to
whom Chuprov’s disciple, Chetverikov, had sent me in 1970.

Zentralblatt MATH 744.01008

Seneta, E.: Carl Liebermeister’s hypergeometric tails. Hist. Math.
21, 453 - 462 (1994)

In 1877, in a medical context, Liebermeister studied the possibility of
distinguishing between equality and inequality of success probabilities in
two (small) series of binomial trials. Starting from a Laplacian formula
based on the existence of a uniform prior distribution and assuming that the
two probabilities coincided, he considered the size of the tail probability (of
the hypergeometric distribution). The author reconstructs Liebermeister’s
insufficient intermediate calculations and indicates that his test can still be
applied and that his main formula has hardly ever reappeared.

Zentralblatt MATH 813.01006

Seneta, E.: Markov and the birth of chain dependence. Intern. Stat.
Rev. 64, 255 — 263 (1996)

This paper is reprinted from Bull. Intern. Stat. Inst. 56, No. 3, 1261 — 1276
(1995). The author examines Markov’s first memoir on Markov chains
(1906) setting high store by his intuition and connects it with the work of
Bernstein. He also emphysizes that Nekrasov’s (only partly correct) remark
about the conditions for the weak law of large numbers became the starting
point for Markov’s study of dependent variables.

The author provides a wrong date (1912 rather than 1901) for Tolstoy’s
excommunication from the Russian orthodox Church [Tolstoy died in
1910!] and does not refer to the reviewer’s book Chuprov: Life, Work,
Correspondence. Moscow, 1990, in Russian [1996: English translation].

Zentralblatt MATH 918.60008

Seneta, E.: L. J. Bienaymé: criticality, inequality,
internationalization. Proc. 51st Session, Intern. Stat. Inst., Istanbul,
1997. Voorburg, vol. 1, 67 — 70 (1997)



The author reminds his readers of Cournot’s part in studying the criticality
theorem (the extinction of surnames), of the ties between Ostrogradsky,
Buniakovsky and Chebyshev with the French mathematical world and on
Bienaymé’s role in the discovery of the Bienaymé — Chebyshev inequality.
For some reason he is surprised that Markov defended Bienaymé’s priority
in this last-mentioned issue.

Zentralblatt MATH 914.01015

Seneta, E.: Early influences on probability and statistics in the
Russian Empire. Arch. Hist. Ex. Sci. 53, 201 — 213 (1998)

The author discusses early Russian works on probability (but does not
mention Davidov) and examines the background of Chebyshev’s pertinent
contributions and his ties with France (mostly through Bienaymé). Only
from among Western sources, his references do not include the piece on
Chebyshev from the Dict. Scient. Biogr. (1971) or the English translation of
Mathematics in the 19™ Century [vol. 1]. Basel, 1992.

Seneta states that lectures in probability began in some (Russian)
universities before 1837. I know only one such case: Bartels, in Dorpat
(Tartu), in 1836.

Zentralblatt MATH 917.01019

Seneta, E.: M. V. Ostrogradsky as probabilist. Ukrain. Mat. Zh., 53,
2001, pp. 1038 — 1047; reprinted in Ukrainian Math. J., 53, 2001, pp.
1237 - 1247
Ostrogradsky (1801 — 1862) and Buniakovsky were the two Russian pre-
Chebyshev probabilists. In his essay, the author draws on Gnedenko’s
pertinent article (1951) but studies in much more detail two of
Ostrogradsky’s papers, — on judgements pronounced by a panel of jurors
and on sampling without replacement from an urn whose composition is
unknown. Understandably, Seneta pays less attention to ideological issues
and describes his hero’s achievements in a broader context of contemporary
European science.

He does not dwell on Ostrogradsky’s attempts to introduce a statistical
method of quality control; he agrees with Ostrogradsky’s mistaken
statement that Laplace had not considered unequal prior probabilities in a
Bayesian setting; and he wrongly interprets my remark on Ostrogradsky’s
criticism of Buniakovsky.

Math. Rev., 2003b:01054

Shafer, Glenn: The significance of Jacob Bernoulli’s Ars Conjectandi
for the philosophy of probability today. J. Econom., 75, 15 — 32 (1996)
This is a non-comprehensive discussion of the Ars Conjectandi and even its
date of publication is stated wrongly. The connection between Jakob’s
deliberations and the theory of probabilism (allowing a person to follow any
probable opinion of any father of the Catholic Church, and leading to non-
additive probabilities recently introduced into mathematics) is not
mentioned. His law of large numbers is downgraded as being obsolete with
respect to Niklaus Bernoulli’s finding of 1713, and Jakob’s insistence that,
for the Bernoulli trials, induction was not inferior to deduction (“woran
vielleicht niemand bisher auch nur gedacht hat”) is passed over. The “De
Moivre — Laplace” limit theorem (1733 rather than 1738) is not seen as a
development of Jakob’s result. That Niklaus had plagiarized Jakob and
became acquainted with his law before 1713 is apparent now since Jakob’s
Werke, Bd. 3, are published (1975). The author did not refer to the Russian



source, Bernoulli, J., O zakone bolshikh chisel (On the law of large
numbers), 1986, containing Prokhorov’s, Youshkevich’s and the reviewers
comments; or to Youshkevich’s paper (Theory Prob. and Appl., 31, 1987),
to the reviewers description of N. Bernoulli’s finding (Pearson & Kendall,
Studies Hist. Stat. Prob., 1970) but he approvingly mentions T. Porter for
whom everything goes (Centaurus 31, 1988, 171 — 172).

Zentralblatt MATH, 858.01014

Sheynin, O. B.: Markov’s publications in the newspaper ‘Den’ in
1914 - 1915. Istoriko-Matematich. Issled. 34, 194 — 206 (1993). In
Russian
Markov published many newspaper letters on social problems. Three of
such letters are reprinted here. 1. On the introduction of probability into
school curricula (expressing doubts about the programme compiled by
Florov and Nekrasov). 2. On the enrolment of graduates of the theological
seminaries in university faculties of mathematics and physics (stating that
these graduates should not be preferred to other entrants). 3. On his polemic
with Nekrasov on the notion of limit (protesting against Nekrasov’s
methods of disputation).

The commentary includes information about Nekrasov’s style (a jumble
of mathematics, religion etc) and views. In a letter of 1916 to Florensky
Nekrasov wrote that The German-Jewish (misprinted: German-European)
culture and literature drives us to a crossroads.

Zentralblatt MATH 805.01016

Sheynin, O. B.: Sampling and processing of results of observations
by D. I. Mendeleev. Istoriko-Matematich. Issled. 35, 56 — 64 (1994). In
Russian
In spite of my request for suppressing this paper, the Editor of the IMI had
mistakenly put it out. [An essentially new version is in Hist. Math. 23, 54 —
67 (1996).] Its reviewer restricted his attention to mathematics proper and
did not mention that I had thrown light on the treatment of observations as
practised by natural scientists of the second half of the 19" century.

Zentralblatt MATH 905.01011

A. N. Shiryaev: Andrei Nikolaevich Kolmogorov: in memoriam
(with list of publications). Teor. Veroyatn. Primen., 34, 5 — 118 (1989)
Kolmogorov is shown as a scholar and an organizer of science, as a teacher
(68 of his distinguished students, including the author himself, among them
14 members and corresponding members of the Soviet Academy of
Sciences or of its union republics are named), and as an editor (though
without attempting to list the numerous books edited by him). He is
considered to be on a par with the classics of natural sciences of the
previous centuries.

The role of such scientists as Urysohn, Luzin, Khinchin, and P. S.
Aleksandrov in Kolmogorov’s life is explained, but the relations between
science and society are left aside and it is not mentioned that textbooks for
mathematical schools written and/or edited by him caused negative popular
response and sharp professional criticism (Pontriagin).

The author deals with Kolmogorov’s work on descriptive set theory,
trigonometric series, topology, classical analysis, mathematical logic etc
and, in much more detail, on the theory of probability (including its
applications to physics) and information theory. The appended bibliography
lists 477 of Kolmogorov’s writings (not specified are those included in his



selected works (three volumes, 1985 — 1987)), with an additional list of 28
of his newspaper articles, lists of his popular contributions, articles from
encyclopaedias, works on mathematical linguistics, etc, all of them
compiled from the main list; a list of 96 of his reports at the Moscow
Mathematical Society; and a list of Russian contributions devoted to
Kolmogorov.

The main list is incomplete; my extremely careless examination revealed
two omissions, one of them being Kolmogorov’s epilogue, written together
with A. P. Youshkevich, to the Russian edition of G. Cantor’s works, 1985.
Not mentioned are translations of Kolmogorov’s writings into foreign
languages. The last list fails to mention Youshkevich’s article (Voprosy
Istorii Estestvoznania i Tekhniki, No. 3, 1983, pp. 67 — 74).

Zentralblatt MATH, 664.01013

A. N. Shiryaev: Everything about Kolmogorov was unusual. CW1 Q,
4,189 - 193 (1991)

This is the text of an address delivered at the Second International Congress
of the Bernoulli Society (Uppsala 1990) and, actually, a supplement to the
author’s earlier detailed biography of the same person. Kolmogorov (1903 —
1987) first exhibited his mathematical gift at the age of five or six. At
school, he made up a fake perpetuum mobile just to tease his physics
teacher. At fourteen, he began studying higher mathematics by reading an
encyclopaedia and reconstructing the necessary proofs. While a student,
Kolmogorov had to teach mathematics and physics at an ordinary school;
all his life he was proud of his social work there. As a graduate student
under Luzin he wrote 14 original papers in lieu of holding the same number
of examinations. Kolmogorov avoided the “technical” stage of the
development of scientific topics and was unable to concentrate fully on any
one problem for more than two weeks. Instead, he was a pioneer in many
fields and developed generalized theories. In 1953 Gelfand stated that “The
fact that mathematics is still felt to be a single science is due to a large part
to Kolmogorov”. Simplicity of ideas; abstract investigations coupled with a
feeling for applied problems; and excitement and hard work were the main
features and aspects of his method. Kolmogorov had many students and
inspired many other scholars. One of his students (unnamed) confessed that
he felt “panic respect” towards his teacher. Having been a man of many
interests, Kolmogorov made pioneering discoveries in several areas outside
mathematics (e. g., meteorology, hydrodynamics).

Zentralblatt MATH, 746.01011

Sol de Mora-Charles, Maria: Quelques jeux de hazard selon Leibniz.
Hist. Math. 19, 125 — 157 (1992)

The author publishes Leibniz’ MSS Du jeu du quinquenove (1678), Le jeu
du solitaire (ca. 1678), and Jeu des productions (1698, an invented game).
He points out several mistakes made by Leibniz (e. g., enumeration of
combinations rather than permutations) and emphasizes Leibniz’ approach
to games of chance which enable to perfectionner I’art d’inventer.

He does not mention that Leibniz 1) Made a similar statement in his Neue
Abh. iiber den menschlichen Verstand, or 2) Effectively used the classical
definition of probability and offered a definition of the ratio of probabilities.
I do not understand the author’s diagrams and do not know what is meant
by stating that Leibniz’ MSS se trouvent ... sous la cote of Brouillon LH
XXXV.



Zentralblatt MATH 754.01004

Soloviev, A. D.: A. P. Nekrasov and the central limit theorem of
probability theory. Istor.-Matematich. Issled., 2nd ser.,2 (37),9-22 +
327 (1997)

Pavel Alekseevich Nekrasov (1853 — 1924) contributed to algebra, analysis,
probability theory and to mechanics. The author studies his work on the
central limit theorem and concludes that he, by essentially applying the
complex variable theory, had proved it for lattice variables (which,
however, he understood in a wrongly excessive sense) in the new case of
large deviations. The author remarks that some of Nekrasov’s conditions
were too strict and his other restrictions could not be checked. The author
agrees with earlier commentators in that Nekrasov’s pompous style, his
lumping together of mathematics, pseudophilosophy and religion as well as
his glaring mistakes (e. g., his misunderstanding of the notion of
infinitesimal) caused Markov and Liapunov to dismiss his work.

The author also participates in describing Nekrasov’s role in originating
the saddle point method (S. S. Petrova & Soloviev, Istor. Matematich.
Issled. 35, 1994) and now he properly mentions Seneta (Math. Sci. 9, 1984).
[Nekrasov’s debates with Markov and Liapunov are translated (P. A.
Nekrasov, The Theory of probability. Berlin, 2004).]

Zentralblatt MATH, 970.01010

Sprott, D. A.: Gauss’ contributions to statistics. Hist. Math. 5, 183 —
203 (1978)

The author describes Gauss’ contributions to the treatment of observations
(mainly his Theoria motus, 1809, and Theoria combinationis, 1823 — 1828)
and stresses their connection with later statistical ideas and methods. He
(correctly) maintains that it is wrong to call the second Gauss justification
of least squares after Gauss and Markov.

Matematika 2A15

Stamhuis, Ida H.; Klep, Paul M. M.: The stubbornness of various
ways of knowledge was not typically Dutch; the statistical mind in a
pre-statistical era. Centaurus 46, 2004, pp. 287 - 317
This is an essay on the subject of the book The statistical mind in a pre-
statistical era. The Netherlands 1750 — 1850. Amsterdam, 2002, edited by
them. They included (apparently all the) 12 contributions collected in that
source in their valuable bibliography; they also (separately one from
another) were the authors of five of these pieces.

The authors’ main thesis is that, in the Netherlands, Staatswissenschaft
and political arithmetic (= statistics proper) developed independently of
each other since they belonged to “humanities” (ordinarily understood as
literature, history and philosophy) and science respectively. However,
Staatswissenschaft collected information about the political structure,
meteorological and geographical features etc of a given state and I do not
therefore agree with their explanation. The divide between the two
disciplines was rather occasioned by differing attitudes towards numerical
description of states, see my paper in Jahrb. Nationalokon. Stat., 231, 2003,
91 — 112. The authors also attempted to link measurement to statistics, but
they failed to mention the triangulation of their country (considered by
Gauss in 1828).

The factual substance of the essay includes little known information
about Rehuel Lobatto (1797 — 1866) and Simon Vissering (1818 — 1888),



the leading representatives of the mathematical and qualitative directions in
statistics respectively; on the collection and publication of unofficial and
official statistical data; and on the influence of other nations (and of
Quetelet) on statistics in Netherland.

The essay is corrupted by mistakes and incomprehensible statements
(Halley’s mortality table was published in the 18" century; “the smaller the
normal curve, the higher the precision”; “moral statistics or the theory of
probability”, a statement attributed to “the French” and left without
comment; and, astonishingly, “new ... concepts, such as average and
probability, were developed” [in the Netherlands between 1750 and 1850]).

Zentralblatt MATH, 1062.01010

Stigler, Stephen M.: Napoleonic statistics. The work of laplace.
Biometrika 62, 503 - 517 (1975)

This is a review of Laplace’s findings in the field now called mathematical
statistics. In more detail the author dwells on one of his works of 1787 and
on a few of his publications from 1820 onward on the influence of the
Moon on the atmospheric pressure, where, without indicating that the data
were not independent, Laplace at least partly allowed for this circumstance.

In 1787, in an astronomical context, Laplace solved a system of 24 linear
equations in 4 unknowns by forming 4 appropriately composed linear
combinations of the intitial equations without applying any direct stochastic
ideas or methods.

Among Laplace’s main results Stigler singles out the [non-rigorous]
proof and application of the central limit theorem, introduction of loss
functions and an essential extension of the Bayes approach.

Matematika 1976, 2A16

Stigler, Stephen M.: Mathematical statistics in the early States. Ann.
Statist. 6, 239 — 265 (1978)

The author describes the publications of Adrain, Benjamin and Charles
Sanders Peirce, Newcomb, and Erastus Lyman De Forest (1834 — 1888)
some of which (although not the first-mentioned) soon became known in
Europe. He notes [after Hogan (1977)] that Adrain’s memoir appeared in
1809 rather than in 1808.

That the theory of probability and statistics had mostly been developing
in Europe rather than in USA is explained by the same general situation in
astronomy and mapping as well as with an insufficient level of higher
education.

Matematika 1978, 11A12

Stigler, Stephen M.: R. Smith, a Victorian interested in robustness.
Biometrika 67, 217 — 221 (1980)

Stigler reprinted and commented on Smith’s note True average of
observations? (1888). Smith advocated the application of posterior
weighing rather than the simple arithmetic mean and the author notes that
this recommendation was tantamount to introducing a robust estimator and
that Daniel Bernoulli whose unpublished Latin memoir was described by
Johann III Bernoulli in 1789 acted in the same way.

Stigler considers it strange that Daniel dropped his proposal in his
published memoir of 1778. [The first to apply posterior weighting in a
published memoir was J. Short (1763). However, such weights only provide
a correction for asymmetry of the empirical values of the observations.]

Matematika 8 A6



Stigler, Stephen M.: Who discovered Bayes’s theorem? Amer. Stat.
37,290 - 296 (1983)

In 1764 — 1765, the Royal Society published an Essay towards solving a
problem in the doctrine of chances, parts 1, 2. The MS of this Essay was
communicated by R. Price who found it in the papers of the late T. Bayes.
Contemporary specialists in probability very often refer to, and study the
more influential pt. 1 of this pathbreaking work. Neither Laplace, nor,
apparently, any other scholar of the past is dealt with in such a manner as
Bayes.

The author made known a passage from D. Hartley’s Observations on
Man (London, 1749) which begins thus: An ingenious friend has
communicated to me a solution of the inverse (as compared with De
Moivre’s theorem) problem of determining the probability of an event given
the number of times it happened and failed.

Hartley’s account, which only occupies 12 lines, contains a reference to
the case of a large number of trials but does not include any formulas.
Drawing on literary and some archival sources, the author discovered that
Hartley had substantially completed his book in 1739; that he was a good
friend of a blind mathematician N. Saunderson who died in 1739, aged 56;
and that De Moivre highly esteemed Saunderson both as a man and as a
scholar. Since there are no known connections between Bayes and De
Moivre or Hartley, the author contends that it is more likely that the Essay
was written by Saunderson. The author did not say whether Price had
known Bayes’ handwriting and he implies, without direct substantiation,
that Saunderson was familiar with De Moivre’s limit theorem.

My final remark concerns pt 2 of the Essay where the case of a large
finite number n of trials is discussed. It seems that the author of the Essay
did not want to consider n — oo and this conjecture agrees with Bayes’
objection to the use of divergent series voiced in a posthumous note (Phil.
Trans. Roy. Soc. 53, 1764). There, without naming anyone, Bayes adduced
several examples including one from De Moivre’s Method of
Approximation (1733).

Zentralblatt MATH 537.62004

Stigler, Stephen M.: Laplace’s 1774 memoir on inverse probability.
Stat. Sci. 1, 359 — 378 (1986)

The author discusses the first six sections of Laplace’s Mémoire sur la
probabilité des causes par les événements and adduces their English
translation (Laplace devoted section 7, the last one, to differential
equations.)

Several authors, beginning with Todhunter, have commented on this
seminal work of the great master. Stigler’s achievement consists in
presenting its full description in modern statistical language. He did not say,
however, to what extent did Laplace use the findings of this Mémoire in his
later work.

Zentralblatt MATH 618.62002

Stigler, Stephen M.: John Craig and the probability of history. From
the death of Christ to the birth of Laplace. J. Amer. Stat. Assoc. 81, 879
— 887 (1986)

This is a description of J. Craig’s Theologiae Christianae Principia
Mathematica (1699). Craig attempted to ascertain the date of the second
coming of Christ, which, judging by the hints contained in the Holy Writ,



will coincide with the disappearance of (Christian) faith. Accordingly,
Craig examined the decrease in the reliability of historical events with time,
but his definitions were extremely vague and commentators regarded his
investigation as cranky.

Noting that in 1699 the classical definition of probability was not yet
generally known, the author rewrote Craig’s formulas assuming that his
‘probability’ may be understood as log[ P(EIH)/P(Elnot H)], i.e., as the
logarithm of the likelihood ratio in favour of the event H given the evidence
E. After pointing out the deficiencies of Craig’s model, the author
concluded that the Theol. Christ. was a remarkable early example of
applying stochastic considerations to social science. Possibly laughing in
his sleeve, he also fit Craig’s model to the discordant data on the birth dates
of Laplace.

Zentralblatt MATH 618.62003

Stigler, Stephen M.: The History of Statistics. The Measurement of
Uncertainty before 1900. Cambridge (Mass.) etc. The Belknap Press of
Harvard University Press, 1986.

The book consists of three parts: The development of mathematical
statistics in astronomy and geodesy before 1827, i. e., before Laplace’s
death (the theory of errors — least squares — the theory of probability —
Laplace and Gauss); The struggle to extend a calculus of probabilities to the
social sciences (Quetelet — Lexis — psychophysics); and A breakthrough in
studies of heredity (Galton — Edgeworth — Pearson and Yule). There are two
luxury appendices (syllabuses for Edgeworth’s lectures). Ornaments include
portraits of a large number of scholars, reproductions of original drawings
and of pages from classical works.

The author understands mathematical statistics as a logic and
methodology for measuring uncertainty and for examining its consequences
(p. 1). This is a restricted definition'. Its victims are: the exploratory data
analysis (Halley’s introduction of isogonic lines and Humboldt’s bringing
isotherms into use) and also such disciplines as climatology, geography of
plants, stellar statistics and even epidemiology and public hygiene, two
subjects which are closer to the social sciences than psychophysics. At the
same time, Stigler’s definition subordinates the theory of probability to
statistics.

Even under his own chosen terms of reference the account is narrow. The
determinate part of the theory of errors (the predecessor of the design of
experiments) is left out, and almost no attention is given to Lambert, Gauss’
precursor in the theory of errors and the first to measure the uncertainty of
observations, and to Daniel Bernoulli, who (in addition to his statistical
study of smallpox) offered the first bifurcation of errors into constant and
random ones; furthermore, Darwin’s influence on Pearson is not brought
out sufficiently. Again, Poisson’s study of the significance of empirical
discrepancies and even Galton’s work in psychophysics are forgotten; the
history of the notion of variance (the main measure of uncertainty!) is
unstudied, and the Bienaymé — Chebyshev inequality, wrongly attributed to
Chebyshev alone, is mentioned only in passing.

The mathematical description of the works of Mayer, Jakob Bernoulli,
Laplace and many other scientists including Fechner is sound indeed, and in
some instances no other worthy discussions exist. Still, the author does not
describe the relation between the results of De Moivre and Bayes and



ignores many other achievements contained in previous literature. Thus, my
findings of Euler’s heuristic [and indirect] introduction of the principle of
least squares and of Gauss’ knowledge of an important theorem in linear
programming are neglected; Stigler’s own discovery that even Simpson
[indirectly] expressed the same principle is also left out. That all the
appropriate contributions are included in the Bibliography is by no means
sufficient. Even the annotations of the particularly useful works do not help
in this respect. And the Bibliography itself, although impressive, is
incomplete. It does not include Chuprov and it leaves out several of my
relevant papers from the Archive for History of Exact Sciences. 1 also note
that many quotations from Laplace are referred to the appropriate pages of
the original editions rather than to his Oeuvres Completes.

The author offers patently wrong or inadmissible assertions such as 1)
Jakob Bernoulli did not want to publish his work since his main theorem
was not effective enough (p. 77). 2) Laplace’s reaction was the only reason
why Gauss’ introduction of least squares did not pass “relatively
unnoticed”(p. 143). 3) “Gauss may well gave been telling the truth” about
being the first to use least squares, but he was unsuccessful “in whatever
attempts he made to communicate his discovery before 1805 (p. 146).

There are doubtful statements as well, for example 1) Distrusting the
combination of equations, Euler used the minimax principle (p. 28). But
Kepler and Laplace used this principle to ascertain whether a theory stood
an observational test. In addition, Stigler’s argument contradicts my general
findings % 3. 2) Cotes’ rule of treating observations “had little or no
influence on Cotes’s immediate posterity” (p. 16). In my paper (Note 3), on
p. 111, I quoted Laplace as saying that tous les calculateurs have followed
Cotes’ rule. 3) Bayes did not want to publish his work since he was unable
to evaluate the incomplete beta function well enough (p. 130). However,
Laplace was also unable to evaluate this function, but he did publish his
work.

[The statistical community unreservedly praised this book which only
goes to show how ignorant it is of, and/or indifferent to the history of
statistics. For reasons best known to himself Hald lui-méme called the book
epochal.]

1. Cf. A. N. Kolmogorov & Yu. V. Prokhorov, Mathematical statistics.
Bolshaia Sov. Enz., 1974, vol. 15, pp. 1428 — 1438, see p. 1428. There is an
English translation of the entire Enziklopedia (Great Sov. Enc.).

2. O. B. Sheynin, Lambert’s work on probability. Arch. Hist. Ex. Sci.,
1971, vol. 7, pp. 244 — 256, see p. 254.

3. -, Mathematical treatment of astronomical observations. Ibidem,
1973, vol. 11, pp. 97 — 126, see p. 122. Not mentioned in Stigler’s
Bibliography.

Centaurus, vol. 31, 1988, pp. 173 - 174

Stigler, Stephen M.: The Bernoullis of Basel, J. Econom. 75,7 — 13
(1996)

The author offers several remarks on the Bernoulli family, stresses the
importance of Daniel Bernoulli’s original work on utility theory and
comments on his treatment of observations. He falsely accuses three authors
(including the reviewer) of confusing the chronology of Daniel’s two
contributions on the last subject and argues that the method of maximum
likelihood (rejected by Gauss in 1823) is conceptually preferable to



posterior weighting of observations. His reference to the reviwer’s paper on
Daniel B. is undecipherable. He mentions Euler’s note on Daniel’s

treatment of observations and has nothing positive to say about it; [in 1997,
he highly praised Euler’s note!]; from 1986 onward, he avoids commenting
on the reviewer’s discovery of Euler’s intuitive anticipation of least squares.

Zentralblatt MATH 858.01013

Stute, W.: History of controversies between R. A. Fisher and J.
Neyman or a picture of manners in time of the rise of the English
school of statistics. Ann. Soc. Math. Pol., ser. 2. Wiad. Mat. 29, 205 —
221 (1992). In Polish
This is a translation of the original German text published in 1989 (Math.
Semesterber. 36, 61 — 84).

Zentralblatt MATH 786.01008

Tassi, Philippe: De I’exhaustif au partiel. Un peu d’histoire sur le
développement des sondages. J. Soc. Statist. Paris 129, 116 — 132 (1988)
This is a historical essay on the development of sample surveys describing
events up to our time. In France, estimations of population drawing on
sample investigations began in the second half of the 18" century, and in
England, at the turn of that century. In the 19™ century, regular general
censuses had been carried out instead. However, from the 1920s onward,
sample public opinion polls were also practised.

In 1895 the report made by Kiaer at the session of the Intern. Stat. Inst.
on the application of sample surveys was severely criticized, but,
nevertheless, pertinent theoretical research began to appear at the beginning
of the 20™ century. The author briefly describes the findings, in this field, of
the Chuprovs, father and son, and the later work of Kovalevsky (1924) and
Neyman (1934) and the present situation of the theory of sampling is
explained. Finally, the origin of the French word sondage (statistical
questioning) is studied.

Matematika 2A16

Tikhomirov, V. M.: Alexei Ivanovich Markushevich. Reminiscences.
Istoriko-Matematich. Issled. 3 (38), 137 — 142 (1999)

The author describes the life and work of Markushevich (1908 — 1979) in
the theory of functions of a complex variable as well as his efforts in
popularizing mathematics and its history and his educational activities
(Vice-President of the Academy of Pedagogical Sciences of the Russian
Federation), — and, according to other sources, of the same All Union
Academy; Deputy Minister of Education of the Soviet Union).

Zentralblatt MATH 970.01016

Toyoda, Toshiyuki: Essay on Quetelet and Maxwell. From La
physique sociale to statistical physics. Rev. Quest. Sci. 168, 279 — 302
(1997)

About a half of this essay is given over to quotations from Quetelet and
Maxwell. [The other half is garbage.]

Zentralblatt MATH 929.01015

Véron, Jacques; Rohrbasser, Jean-Marc: Lodewijk et Christiaan
Huygens. La distinction entre vie moyenne et vie probable. Math. Sci.
Hum. 149, 7 — 21 (2000)

The authors describe the correspondence between the Huygens brothers
(1669). Issuing from Graunt’s conclusions, the brothers introduced two



measures of longevity, discussed their essence and the possible use of each
of them.

The article provides a detailed account of its subject and marginal
information but hardly contains anything really new; the reviewer treated
the same issue in Arch. Hist. Ex. Sci. 17, 1 — 61 (1977).

Vitanyi, Paul: Randomness. CW1Q. 8, 67 — 82 (1995)

This is an essay on randomness of finite and infinite number sequences
compiled from An Introduction to Kolmogorov Complexity and Its
Applications by M. Li and the author. Berlin, 1993. The author discusses
randomness as unpredictability and as incompressibility of data and
describes the pertinent work of von Mises, Kolmogorov and Martin-Lof.
Numerous quotations are given without providing the exact sources and one
of them even without naming its author.

Zentralblatt MATH 833.01019

Weintraub, E. Roy, Editor: Towards a History of Game Theory.
Annual Supplement to vol. 24 of “History of Political Economy”.
Durham, NC, 1992.

Apart from the Editor’s Introduction, the volume consists of 11 articles
written by 12 authors. It describes the history of game theory beginning
with Morgenstern and von Neumann (1944) and even from Borel, as well as
the connections of the theory with operational research and its entry into
political science. Archival materials written by Morgenstern, von Neumann
and four other authors are used in several articles.

Zentralblatt MATH, 822.01001

Wightman, A. S.: On the prescience of J. Willard Gibbs. Proc. Symp.
Occas. J. W. Gibbs 150™ Anniv., New haven/CT 1989, 23 — 38 (1990)
The author comments on Gibbs’ Elementary Principles in Statistical
mechanics ... (1902) stating that it contains several conceptual
contributions which are now recognized as permanent features of classical
mechanics and connecting some of Gibbs’ ideas with those of quantum
mechanics. He also describes the contemporary reaction to the Elem.
Principles indicating that Zermelo and the Ehrenfests, unlike Hadamard,
Lorentz, and Einstein, were rather critical. Finally the author suspects that
Hilbert did not read the Gibbs book.

Zentralblatt MATH 733.01014

Williams, E. J.: A survey of experimental design in Australia. Austr.
J. Stat. B30, 110 — 130 (1988)

This is a survey of work done in Australia, in 1930 — 1987, on experimental
design. The author concludes that Australian researchers played a
significant role ... at the forefront of new areas of endeavour ... The
appended bibliography is 7.5 pages long.

Zentralblatt MATH 704.01023

Ycart, B. : Le process des étoiles entre De Moivre et Laplace. Cubo
Mat. Educ. 3,1 - 11 (2001)

This is a queer paper. Its title is strange and its essence is superficial and
dubious. That Laplace’s demonstration of the De Moivre — Laplace theorem
was more precise than that of his predecessor is patently wrong as are
several more pronouncements. Thus, contrary to the author’s opinion, there
existed no link between their proposition and the determination of the figure
of the Earth in the 18" century. The only interesting bit is the



unsubstantiated statement that Bouguer opposed the arithmetic mean as an
estimator of a series of direct measurements.

Zentralblatt MATH, 1070.01004

Zabell, S. L.: Alan Turing and the central limit theorem. Am. Math.
Monthly 102, 483 — 494 (1995)

The author dwells on Turing’s lone work in probability, a manuscript On
the Gaussian error function (1934, Smith’s prize, 1935) kept at King’s
College and devoted to the central limit theorem.

Turing rediscovered a version of Lindeberg’s theorem and partly
anticipated later results due to Feller and Lévy. He chose distribution
functions (rather than densities) as his tool, studied their properties as well
as those of their convolutions, and proved a particular case of the later
Cramér theorem on the normality of the summands given that their sum is
normally distributed.

During World War II Turing had applied statistical methods for breaking
German codes, and his former assistant, I. J. Good, described these in 1993.

Zentralblatt MATH 833.01016

Zabell, S. L.: Symmetry and Its Discontents. Essays on the History of
Inductive Probability. Preface by Brian Skyrms. New York:
Cambridge Univ. Press (2005)

This is a valuable collection of the author’s 11 contributions (1982 — 1997)
which are sufficiently documented and contain many quotations (also from
archival sources). The main subject is philosophy of probability and,
accordingly, such notions as induction, principles of sufficient and
insufficient reason, inverse probability, fiducial inference (Fisher’s great
failure, p. 161), exchangeability are treated. Also described is the life and
work of many scholars; thus, De Moivre’s proof of his limit theorem is
thoroughly investigated. A general index is provided, which is not always
the case for collections of such kind. However, it is perhaps not
comprehensive; fiducial inference (or probability) is lacking there.

The author is included in the list of advisory editors of the Cambridge
Studies ..., and only there his first name is given in full: Sandy (a shortened
form of Alexander). The absence of his contributions after 1997 is not
explained. Zabell often refers to a sloppy and misleading book, T. Porter,
The Rise of ... [see my review in this collection].

Zentralblatt MATH 1100.01001

3. Stigler Slandered Gauss

Here are quotations from Stigler (1986) with my comments and related
materials.

1. Euler’s work [1749] was, in comparison with Mayer’s [1750], ... a
statistical failure (p. 27). He distrusted the combination of equations, taking
the mathematician’s view that errors actually increase with aggregation rather
than taking the statistician’s view that random errors tend to cancel one
another (p. 28). Stigler (pp. 27, 28)

Euler applied the elements of the minimax method which is the best
possible for checking whether the received theory (about which he had serious
doubts) conformed to the observations. Then, not only (pure) mathematicians,
whom Stigler had not named, but even Laplace and Legendre really feared an
accumulation of errors. In his later book Stigler (1999, p. 318), without



mentioning his previous opinion, stated that [in 1778] Euler, by denying the
principle of maximum likelihood, was acting in the grand tradition of
mathematical statistics.

2. Mais il faut surtout faire en sorte que les erreurs extrémes, sans avoir
égard a leurs signes, soient renfermées dans les limites les plus étroites qu’il
est possible. De tous les principes qu’on peut proposer pour cet objet, je pense
qu’il n’en est pas de plus général, de plus exact, ni d’une application plus
facile, que celui dont nous avons fait usage dans les recherches précédentes, et
qui consiste a rendre minimum la somme des quarrés des erreurs. Par ce
moyen il s’établit entre les erreurs une sorte d’équilibre qui, empéchant les
extrémes de prévaloir, est tres-propre a faire connaitre 1’état du systeme le
plus proche de la vérité. Legendre (1805, pp. 72 — 73)

Unlike the minimax principle, Legendre’s innovation did not at all lead to a
least interval of possible errors (more precisely, of the residual free terms of
the initial equations). Legendre’s formulation thus involved two mistakes.

3. Ubrigens ist unser Princip, dessen wir uns schon seit dem Jahre 1795

bedient haben, kiirzlich auch von Legendre ... aufgestellt worden ... Gauss
(1809, §186)

Later Gauss (1823, §17) again claimed the principle of least squares
although not as resolutely as before.

4. Je ne vous dissimulerai-donc pas, Monsieur, que j’ai éprouvé quelque
regret de voir qu’en citant mon mémoire ..., vous dites principum nostrum ...
Il n’est aucune découverte qu’on ne puisse s’ attribuer en disant qu’on avoit
trouvé la méme chose quelques années auparavant; mais si on n’en fournit pas
la preuve en citant le lieu ol on I’a publiée, cette assertion devient sans objet
et n’est plus qu’une chose désobligeante pour le véritable auteur de la
découverte. En Mathématiques il arrive trés souvent qu’on trouve les mémes
choses qui ont été trouvées par d’autres et qui sont bien connues; c’est ce qui
m’est arrivé nombre de fois, mais je n’en ai point fait mention et je n’ai jamais
appellé principum nostrum un pr[incipe] qu’un autre avait publié avant moi.
Vous étes assez riche de [votre] fonds, Monsieur, pour n’avoir rien a envier a
personne; et [je suis] bien persuadé au reste que j’ai a me plaindre de
I’expression seulement et nullement de I’intention ... Legendre, letter of 1809
to Gauss; Gauss, Werke, Bd. 10/1, p. 380

5. J’ai fait usage de la méthode des moindre[s] carrés depuis I’an 1795 et je
trouve dans mes papiers, que le mois de Juin 1798 est I’époque ou je 1’ai
rapprochée aux principes du calcul des probabilités. ... Cependant mes
applications fréquentes de cette méthode ne datent que les I’année 1802,
depuis ce temps j’en fait usage pour ainsi dire tous les jours dans mes calculs
astronomique(s] sur les nouvelles planégtes. ... Je ne me suis haté d’en publier
un morceau détaché, ainsi Mr. Legendre m’est prévenu. Au reste j’avais déja
communiqué cette méme méthode, beaucoup avant la publication de I’ouvrage
de M. Legendre, a plusieurs personnes, entre autres a Mr. Olbers en 1803 ...
Ainsi, pouvais je dans ma théorie [1809] parler de la méthode des moindre[s]
quarrés, dont j’avais fait depuis 7 ans mille et mille applications, ... je dis,



pouvais je parler de ce principe, que j’avais annoncé a plusieurs de mes amis
déja en 1803 comme devant faire partie de I’ouvrage que je préparois, —
comme d’une méthode empruntée de Mr. Legendre? Je n’avait pas I’idée, que
Mr. Legendre pouvait attacher tant de prix a une idée aussi simple, qu’on doit
plutdt s’étonner qu’on ne I’a pas eue depuis 100 ans, pour se facher que je
raconte, que je m’en suis servi avant lui? ... Mais j’ai cru que tous ceux qui
me connaissent le croiraient méme sur ma parole, ainsi que je 1’aurait cru de
tout mon cceur si Mr. Legendre avait avancé, qu’il avait possédé la méthode
déja avant 1795. J’ai dans mes papiers beaucoup de choses, donc peut étre je
pourrai perdre la priorité de la publication: mais soit, j’aime mieux faire
mourir les choses. Gauss, letter of 1812 to Laplace; Ibidem, pp. 373 — 374.

6. M. Legendre eut I'idée simple de considérer la somme des carrés des
erreurs des observations, et de la rendre un minimum, ce qui fournit
directement autant d’équations finales, qu’il y a d’éléments a corriger. Ce
savant géometre est le premier qui ait publié cette méthode; mais on doit a M.
Gauss la justice d’observer qu’il avait eu, plusieurs années avant cette
publication, la méme idée dont il faisait un usage habituel, et qu’il avait
communiquée a plusieurs astronomes. Laplace (1812, p. 353)

7. Gauss bereits im Junius 1803 die Giite hatte, mir diese Methode als
ldngst von ihm gebraucht, mitzuteilen und mich iiber die Anwendung
derselben zu belehren. Olbers (1816, p. 192n)

Already in 1812, Olbers (Schilling 1900 — 1909, TI. 1, this being
Briefwechsel zwischen Gauss und Olbers, p. 495) assured Gauss that he will
gern und willig confirm that he came to know the principle of least squares
from him (from Gauss) before 1805.

8. [Bessel also came to know the principle of least squares before 1805]
durch eine miindliche Mittheilung von Gauss. Bessel (1832, in his Populdre
Vorlesungen, p. 27)

In addition to Olbers and Bessel I (1999a; 1999b) named Wolfgang Bolyai
as well as several other persons.

9. Le célebre Docteur Gauss était déja depuis 1795 en possession de cette
méthode, et il s’en est servi avec avantage dans la détermination des élémens
des orbites elliptiques des quatre nouvelles [minor] planetes, comme on peut
voir dans son bel ouvrage [of 1809]. Von Zach (1813, Mém. Acad. Imp. Sci.,
Littérature, Beau-Arts Turin pour 1811 — 1812, sci. math., phys., p. 98n)

Still, the Theoria motus does not directly prove the point mentioned. Von
Zach’s testimonial is nevertheless important because he had been unjustly
accused (not publicly) of unwillingness to confirm Gauss’ priority. It occurred
in addition that until 1809 he only knew that Gauss had applied some new
method of adjusting observations.

10. For stark clarity of exposition the presentation [of the principle of least
squares by Legendre] is unsurpassed; it must be counted as one of the clearest



and most elegant introductions of a new statistical method in the history of
statistics. Stigler (p. 13)

This is wrong, see No. 2 and my comment there.

11. Legendre immediately realized the method’s potential ... it was not
merely applications to the orbits of comets he had in mind (p. 57). There is no
indication that [Gauss] saw its [the method’s] great general potential before he
learned of Legendre’s work (p. 146). Ibidem, pp. 57, 146

The first statement seems likely, but the second one is wrong (and
disgusting), see Sheynin (1999a; 1999b). Instead of searching for proof or
refutation of a fact, it is much easier to assert the second possibility out of the
blue! Incidentally, it is likely that Gauss could have also applied least squares
for trial computations and/or in a simplified way (Gauss 1809b, §185) and this
is of course impossible to refute. In addition, it is wrong to dismiss the
statements of Gauss’ contemporaries all of whom believed that Gauss had
indeed been applying his invention at least from the very beginning of the 19"
century. And in one case [Gerardy 1977] the evidence to the same effect is
simply unshakeable.

12. Except for one circumstance, Gauss’s argument [in 1809] might have
passed relatively unnoticed, to join an accumulating pile of essentially ad hoc
constructions, a bit neater than some but less compelling than most. That one
circumstance was the reaction it elicited from Laplace. Ibidem, p. 143

Computations made by Gauss enabled other astronomers to find the first
minor planet which had disappeared after its first sightings, and this alone has
immortalized the Gauss method. In addition, the Gauss argument had since
been repeated in hundreds of treatises. So does it occur that Laplace had
wrongly appraised the importance of Gauss’ deliberations, and that only
Stigler explained to all of us the real situation? As to the accumulating pile, ad
hoc constructions and less compelling, let all this remain on Stigler’s
conscience.

13. Gauss solicited reluctant testimony from friends that he had told them
of the method before 1805. Ibidem, p. 145

This is libel, pure and simple, see NNo. 7 and 8.

14. Although Gauss may well have been telling the truth about his prior use
of the method, he was unsuccessful in whatever attempts he made to
communicate it before 1805. Ibidem, p. 146

The beginning of the phrase is appropriate with respect to a suspected
rapist, but not to Gauss. The ending of the phrase is meaningless. Should have
Gauss published his finding in a newspaper, or announced it through a public
crier? Taken as a whole, Stigler’s utterances about Gauss and Euler (see No.
1) are abominable. Here, however, is the opinion of Hald (1998, p. XVI), one
of the most authoritative statisticians and historians of statistics: Stigler’s
book is epochal, — in spite of what I stated above and in spite of its not being a



history of statistics (as claimed by its title) but a description of a few of its
chapters. Epochal, as we ought to believe, along with the works of Newton
and Einstein... I also note Tee’s reasonable criticisms (1991, this being a
review published in Newsletter N. Z. Math. Soc., No. 53, pp. 13 — 15) of
Stigler.
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